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ABOUT AES

The Advanced Electromagnetics Symposium (AES) serves as an international multidisciplinary forum
for deliberations on recent advances and developments in the entire broad field of electromagnetics,
Antennas and Propagation. Included in this wide-ranging subject, pertinent to both researchers and in-
dustry professionals, are all aspects of electromagnetics, and all frequency ranges from static to optics.
Of special interest are :

• Electromagnetic Theory

• Antennas

• Propagation theory, modelling and simulation

• Microwave and Millimeter Circuits and Systems

• Scattering, diffraction and RCS

• Electromagnetic Compatibility

• Computational Electromagnetics

• Optimization Techniques

• Coupled Field Problems

• Optics and Photonics

• Remote Sensing, Inverse Problems, Imaging Radar

• Electromagnetic and photonic Materials

• Bioeffects of EM fields, Biological Media, Medical electromagnetics

• Techniques and tools for RF material characterisation

• EMI/EMC/PIM chambers, instrumentation and measurements

• Educational Electromagnetics

Additionally, through its unique from-Conference-to-Journal-Publication concept, AES offers a rare op-
portunity for authors to submit papers to Advanced Electromagnetic (AEM) journal and then be consi-
dered for journal publication.

Following a now well-established tradition AES takes place in unique locations around the world.
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PLENARY SPEAKERS

Alexandra Boltasseva
Purdue University, USA

Transdimensional Materials for Nanophotonics : From 2D
to 3D

Alexandra Boltasseva is a Professor at the School of Electrical & Compu-
ter Engineering at Purdue University. She received her PhD in electrical
engineering at Technical University of Denmark, DTU in 2004. Boltasseva
specializes in nanophotonics, nanofabrication, optical materials, plasmo-
nics and metamaterials. She is 2018 Blavatnik National Award for Young
Scientists Finalist and received the 2013 IEEE Photonics Society Young
Investigator Award, 2013 Materials Research Society (MRS) Outstanding

Young Investigator Award, the MIT Technology Review Top Young Innovator (TR35), the Young Resear-
cher Award in Advanced Optical Technologies from the University of Erlangen-Nuremberg, Germany,
and the Young Elite-Researcher Award from the Danish Council for Independent Research. She is a
Fellow of the Optical Society of America (OSA) and Fellow of SPIE. She served on MRS Board of
Directors and is Editor-in-Chief for OSA’s Optical Materials Express.

Sir John Brian Pendry
Imperial College London, UK

Singular plasmonic surfaces and their properties

Sir John B. Pendry is an English theoretical physicist educated at Downing
College, Cambridge, UK, graduating with a Master of Arts degree in Natural
Sciences and a PhD in 1969. He is a professor of theoretical solid - state
physics at Imperial College London where he was Head of the Department
of Physics (1998 – 2001) and Principal of the Faculty of Physical Sciences
(2001 – 2002). John Pendry has made seminal contributions to surface
science, disordered systems and photonics. His most famous work has in-
troduced a new class of materials, metamaterials, whose electromagnetic

properties depend on their internal structure rather than their chemical constitution. He discovered that a
perfect lens manufactured from negatively refracting material would circumvent Abbe’s diffraction limit to
spatial resolution, which has stood for more than a century. His most recent innovation of transformation
optics gives the metamaterial specifications required torearrange electromagnetic field configurations at
will, by representing the field distortions as a warping of the space in which they exist. In its simplest
form the theory shows how we can direct field lines around a given obstacle and thus provide a cloak of
invisibility. John Pendry’s outstanding contributions have been awarded by many prizes, among which
the Dirac Prize(1996), the Knight Bachelor (2004), the Royal Medal (2006), the Isaac Newton Medal
(2013) and the Kavli Prize (2014).
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Eli Yablonovitch
UC Berkeley, USA

Optical Antenna Physics : Spontaneous Emission Faster
than Stimulated Emission

Eli Yablonovitch introduced the idea that strained semiconductor lasers
could have superior performance due to reduced valence band (hole) ef-
fective mass. With almost every human interaction with the internet, optical
telecommunication occurs by strained semiconductor lasers. He is regar-
ded as a Father of the Photonic BandGap concept, and he coined the term
"Photonic Crystal". The geometrical structure of the first experimentally rea-
lized Photonic bandgap, is sometimes called "Yablonovite".

Prof. Yablonovitch is elected as a Member of the National Academy of Engineering, the National Aca-
demy of Sciences, the American Academy of Arts & Sciences, and is a Foreign Member of the Royal
Society of London. He has been awarded the Buckley Prize of the American Physical Society, the Isaac
Newton Medal of the UK Institute of Physics, the Rank Prize (UK), the Harvey Prize (Israel), the IEEE
Photonics Award, the IET Mountbatten Medal (UK), the Julius Springer Prize (Germany), the R.W. Wood
Prize, the W. Streifer Scientific Achievement Award, and the Adolf Lomb Medal.

Eli Yablonovitch is the Director of the NSF Center for Energy Efficient Electronics Science (E3S), a multi-
University Center headquartered at Berkeley. He received his Ph.D. degree in Applied Physics from
Harvard University in 1972. He worked for two years at Bell Telephone Laboratories, and then became
a professor of Applied Physics at Harvard. In 1979 he joined Exxon to do research on photovoltaic solar
energy. Then in 1984, he joined Bell Communications Research, where he was a Distinguished Member
of Staff, and also Director of Solid-State Physics Research. In 1992 he joined the University of California,
Los Angeles, where he was the Northrop-Grumman Chair Professor of Electrical Engineering. Then in
2007 he became Professor of Electrical Engineering and Computer Sciences at UC Berkeley, where he
holds the James & Katherine Lau Chair in Engineering.
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CONFERENCE TUTORIALS
META 2019 features several technical tutorials instructed by world-leading experts on various topics of
interest to the META community. Tutorials are intended to provide a high quality learning experience
to conference attendees. The tutorials address an audience with a varied range of interests and back-
grounds : beginners, students, researchers, lecturers and representatives of companies, governments
and funding agencies who wish to learn new concepts and technologies.
The tutorials are part of the conference technical program, and are free of charge for the conference
attendees.

ORGANIZER

Prof. Ishwar Aggarwal, UNC Charlotte, USA

Tutorials & Instructors

Prof. Federico Capasso
Harvard University, USA

Wednesday 24th July
10:50 - 11:50 — Auditorium I

Flat optics
This tutorial focuses on how metasurfaces enable the redesign of optical compo-
nents into novel thin and planar diffractive optical elements, that overcome the limi-

tations of Fresnel and refractive optics, promising a major reduction in footprint and system complexity
as well as the introduction of new optical functions. The planarity of flat optics will lead to the unification
of semiconductor manufacturing and lens making, where the planar technology to manufacture compu-
ter chips will be adapted to produce CMOS-compatible metasurface-based optical components, ranging
from metalenses to novel multifunctional phase plates.
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Prof. Eli Yablonovitch
UC Berkeley, USA

Wednesday 24th July
14:00 - 15:00 — Auditorium II

The Electromagnetic Spectra of Ordinary Objects
There is an aspect of Electromagnetics that has been somewhat overlooked. Com-
mon everyday objects can act as electromagnetic resonators. Indeed ordinary ob-

jects have a series of resonant frequencies extending from radio waves up to optical frequencies. These
resonant modes can be modeled as LC circuits. Thus every object that we encounter is an LC reso-
nator. Since LC circuits support ac currents, and since ac currents imply electron acceleration, they
inherently radiate into the far-field. Therefore ordinary objects that we come across, in our daily lives,
can act as electromagnetic antennas. This means that ordinary object have a Q-factor and a radiation
Q-factor for each resonant mode.The lowest frequency resonance is especially characteristic of the ob-
ject geometry, but there is an entire spectrum of higher frequencies to work with, a spectral fingerprint
for everyday objects. Many of the properties that have been attributed to plasmonic resonances are
actually universal, and they arise already in ordinary electromagnetics.In communications technology,
the antenna application is the most important. The antennas in cellphones, carried by almost everyone
on the planet, are examples of multi-frequency resonant objects, enabling wireless connectivity.

Dr. Rachel Won
Nature Photonics, UK

Thursday 25th July
11:00 - 12:00 — Auditorium II

Writing and submitting your papers : Dos and Don’ts

In this tutorial, Rachel will talk you through the detailed information and guidelines
on scientific paper preparation and submission. Guidelines and tips for writing an abstract and a paper
will be provided. Submission, editorial and peer-review processes will be discussed. At the end of the
tutorial, you will walk away knowing how to write an informative cover letter, an outstanding abstract and
a comprehensive scientific paper. You will also get to know where to submit your papers to, what editors
seek, how your papers are reviewed and how to make an appeal.

Prof. Michael Fiddy
DARPA, USA

Thursday 25th July
14:00 - 15:00 — Auditorium I

DARPA’s interests in metamaterials
Almost twenty years ago, some of the earliest research into metamaterials and
their applications was funded by DARPA. The field has grown enormously since,

and DARPA still supports fundamental research into improving our understanding and modeling of these
engineered materials. This talk will provide the background and context for research of current interests.
These include the study of new material properties, including bianisotropy and nonlinearity, advancing
flat optics, and developing nonreciprocal and tunable components, all of which may impact imaging and
remote sensing capabilities.
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AES 2019 VENUE
AES 2019 will be held at the Congress Center of Instituto Superior Técnico (IST), situated at the Civil
Engineering Building. All talks are scheduled for the Congress Centre of IST except for the Plenary
talks which will be held in Culturgest, an independent conference center located 500m away from IST
(see map).

Instituto Superior Técnico - Congress Center
Civil Engineering Building (Pavilhão de Civil)
Av. Rovisco Pais 1
1049-001, Lisbon

Website : https ://tecnico.ulisboa.pt/en/

Culturgest
Rua Arco do Cego 77
1000-300
Lisbon

Website : https ://www.culturgest.pt/en/
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GETTING TO VENUE

Taxi
The quickest way to get from Lisbon Airport (LIS) to Instituto Superior Técnico is to taxi which costs 7C
- 9C and takes 10mn.

Metro
Being close to the Lisbon city centre, IST is easily reached by metro (metro station "Alameda" - Red
and Green lines ; metro sation "Saldanha" - Red and Yellow lines), from any location in town, including
the airport (metro station "Aeroporto"- Red line).

Bus
The bus routes cover all Lisbon and extend to its outskirts. The tickets can be pre-paid, at the counters
of Carris, the surface transportation operator for Lisbon, or bought aboard the bus, electric cars or
funiculars. For IST hop off on one of the following bus stops :

� Av. Manuel da Maia

� Av. Rovisco Pais

� Arco do Cego

GENERAL INFORMATION

Registration
Registered participants may pick up their conference material at the registration desk which will be
located at the IST Civil Engineering Building :
• Wednesday, July 24 (08 :30-18 :00)
• Thursday, July 25 (08 :30-17 :00)
• Friday, July 26 (08 :30-11 :00)
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Plenary Lectures
Plenary Lectures will be held at the Main Auditorium of Culturgest, located 500m away from Instituto
Superior Técnico Congress Center :
• Thursday, July 25 (08 :30-10 :15)

Banquet
Venue : KAIS Restaurant, Cais da Viscondessa, R. da Cintura – Santos, 1200-109 Lisboa, Portugal.
Schedule : Thursday, July 25 at 20 :00.

Free Shuttle bus service will be provided between the Instituto Superior Técnico Congress Center and
the KAIS Restaurant.
Pick-up time : 18 :30 at the West IST Entrance located Av. Alves Redol (see map).
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IST CONGRESS CENTER FLOOR PLANS

Civil Engineering Building - Level 0

Civil Engineering Building - Level 01
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Civil Engineering Building - Level 02
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Electrical Engineering Building - Entry level

Electrical Engineering Building - Mezzanine
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WI-FI INSTRUCTIONS
Wi-Fi instructions for AES 2019 participants :

1. Browse available wireless networks and select as SSID "tecnico-guest" ;

2. Set IP to automatic (DHCP). This is usually the default setting, so you may probably skip this step ;

3. Open your browser and try to access any external website. You will be automatically redirected
to the page https ://wifi.ist.utl.pt/index_auth.php. Follow the link ’Web based login’ at the top
of the page concerning short-time, conference and meetings accounts. Enter the following user-
name/password when requested ;

Username : META2019
Password : jwvr2f

4. After step 3 you may freely browse and access the Internet. You may need to repeat the above
steps if you close your browser or if the connection times out.

GUIDELINES FOR PRESENTERS
ORAL PRESENTATIONS

Each session room is equipped with a stationary computer connected to a LCD projector. Presenters
must load their presentation files in advance onto the session computer. Technician personnel will be
available to assist you.

Scheduled time slots for oral presentations are 15 mn for regular, 20 mn for invited presentations, 30
mn for keynote talks and 35 mn for plenary talks, including questions and discussions. Presenters are
required to report to their session room and to their session Chair at least 15 minutes prior to the start
of their session.

The session chair must be present in the session room at least 15 minutes before the start of the
session and must strictly observe the starting time and time limit of each paper.

POSTER PRESENTATIONS
Presenters are requested to stand by their posters during their session. One poster board, A0 size
(118.9 x 84.1 cm), in portrait orientation, will be available for each poster (there are no specific tem-
plates for posters). Pins or thumbtacks are provided to mount your posters on the board. All presenters
are required to mount their papers 30mn before the session and remove them at the end of their ses-
sions. Posters must prepared using the standard AES poster template (available on the symposium
website).
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Abstract 
A 4f optical system with an amplitude filter in the frequency 
plane is applied to modulate the statistical properties of a 
vector partially coherent beam. By controlling the 
parameters of the amplitude filter and the coherence length 
of the incident beam precisely, the shaped beam can display 
periodic spatial coherence in the source plane and form 
intensity lattices with radially polarization in the far field.  

1. Introduction 
The correlation function of the conventional partially 
coherent beam satisfies Gaussian distribution, and we call 
such beam as Gaussian correlated Schell-model (i.e., 
Gaussian Schell-model) beam.Ever since Gori and his 
collaborators put forward the sufficient conditions for 
devising the correlation functions of scalar and vector 
partially coherent beams [1,2], partially coherent beams with 
nonconventional correlation functions (i.e., non-Gaussian 
correlated Schell-model functions) have been studied 
extensively. In recent years, partially coherent beam with 
periodic spatial coherence has attracted increasing attention, 
and this beam is called optical coherence lattices (OCLs), 
which display unique property of periodicity reciprocity: the 
initial periodic degree of coherence transfers its periodicity 
to the periodic intensity distribution on propagation in free-
space. The OCLs are expected to be useful for image 
transmission and optical encryption. 
On the other hand, the coherence and polarization of a 
vector partially coherent beam are interrelated, the degree of 
polarization and the state of polarization of a vector partially 
coherent beam vary on propagation even in free space. 
Recently, vector OCLs were introduced as an extension of 
scalar OCLs, and were generated in experiment based on 
superposition of multiple Schell-model beams. In this paper, 
a new method for generating vector OCLs with periodical 
coherence properties and non-Gaussian intensity distribution 
is introduced. Different from the existing method, a 4f 
optical system with an amplitude filter in frequency plane is 
adopted to modulate the statistic properties of a vector 
partially coherent beam [i.e., radially polarized Gaussian 
Schell-model (RPGSM) beam]. By precisely controlling the 

parameters of the amplitude filter and coherence length of 
the incident RPGSM beam, the shaped beam can display 
periodic spatial coherence in the source plane and form 
intensity lattices with radially polarization in the far field, 
which is useful for particle trapping. 

2. Theoretical model for a RPGSM beam passing 
through a 4f optical system 

The elements of the CSD matrix of a RPGSM beam in the 
initial plane can be expressed as [3] 
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where sw denotes the transverse beam width and sδ denotes 
the transverse coherence width.  

 

Figure 1: Scheme of a 4f optical system with an amplitude 
filter in the frequency plane. L1 and L2 are the thin lenses 
with identical focal length f. AF is amplitude filter. 
With the help of Collins formula [4], we obtain the elements 
of the CSD matrix of a RPGSM beam propagating through 
the initial plane to the frequency plane (Fig.1) as follows 
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       (2) 
The transfer matrix between the initial plane and the 
frequency plane reads as 
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The propagation of the RPGSM beam from the frequency 
plane to the source plane (as Fig.1) can be treated in a 
similar way by the following integral formula 
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(4) 
where ( )2 2 2 1, 2i xi yi iρ ρ= + =ρ ， represents the position vector 
in the source plane, ( )A v represents the transmission function 
of the amplitude filter in the frequency plane and can be 
described by the following equation 

          

3. Statistical properties of a RPGSM beam after 
passing through the 4f optical system 

It is clear that the degree of coherence of the beam in the 
source plane displays lattices distribution (i.e., periodic 
coherence properties) and is controlled by the coherence 
width sδ , a and d . As Fig.2 shows, with the increase of the 
coherence width sδ , the lattice distribution of the degree of 
coherence disappears gradually and the nodes become 
larger. 

 
Figure 2 : Intensity plot of the squared modulus of the 
degree of coherence ( ) 2

,xd ydµ ρ ρ of the shaped RPGSM beam 
in the source plane for different values of coherence width 

sδ , a and d with M=N=4. 
As expected, the degree of coherence of the shaped beam 
transfers its periodicity to the intensity on propagation 
(Fig.3). The shaped beam evolves into lattices distribution 
with bright nodes in the far field. It is interesting to find that 
each node of the lattices displays radial polarization. One 
can see that the coherence width sδ  plays a major role in 
determining the latticest distribution and the parameter d has 

an effect on the size of nodes while the variation caused by 
variation of a within the range can be omitted. 

 
Figure 3: Intensity plot of the normalized intensity 
distribution and the SOP of the RPGSM beam shaped by the 
4f optical system with an amplitude filer in the frequency 
plane at several propagation distances in free space for 
different values of sδ with 8μm, 35μma d= = , M=N=4. 

4. Conclusions 
A 4f optical system with an amplitude filter in frequency 
plane is applied to shape the intensity distribution and the 
degree of coherence of an incident RPGSM beam are shaped 
simultaneously, then we obtained the vector OCLs beam. 
The vector OCLs can generate intensity lattices with bright 
nodes and radially polarization in the far field if we 
precisely control the coherence width of the incident beam 
and parameters of the amplitude filter.  
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Abstract 

In order to better investigate sparse aperture optical systems 

a Goaly3 multi-mirror telescope is designed and the 

modulation transfer function (MTF) is given. Optical 

simulation imaging is researched. The experiment prototype 

is manufactured and optical imaging is also developed. The 

results between simulation and experiment are compared.  

1. Introduction 

The quest for finer angular resolution in astronomy will 

inevitably lead to larger apertures. Unfortunately, the 

primary mirror diameter for space telescopes is limited by 

volume and mass constraints of current launch vehicles as 

well as the scaling laws of manufacturing costs [1, 2]. Since 

the cost of monolithic optics increases proportionally to 

D2.76 [2], efforts are ongoing to break this trend by 

employing breakthrough technologies such as deployed 

segmented mirror telescopes, and sparse aperture optics 

using interferometry. Sparse aperture systems can achieve 

the same information as full aperture systems, but their 

volume is smaller and the weight is lighter than the full 

aperture. It is the most useful optical systems because the 

aperture of the telescope is becoming larger. There are two 

kinds of methods for sparse aperture telescopes. One is the 

multi-mirror telescope (MMT) that the primary mirror is 

made of several small mirrors [3]. Another is the multi-

telescope telescopes (MTT) that several telescopes make up 

a sparse aperture system [4]. In this paper we investigate the 

Golay3 MMT sparse aperture optical imaging. 

2. Optical system for Golay3 MMT 

The primary mirror of the telescope is made of three sub 

mirrors arranged by Golay3 in Figure 1. We design the 

Golay3 MMT and build the experiment prototype. 

The parameters of the telescope are as follows 

Parameters of the primary mirror 

(1) Primary mirror:  Spherical surface 

(2) Radius of curvature: 1500mm 

(3) Sub-Primary aperture:  80mm 

(4) Distance between the primary mirror and secondary 

mirror:  500mm 

(5) Surrounded aperture: 250mm, F number 8 

 

 

     

 

 

 

 

Figure 1: Scheme of a Golay3 MMT sparse aperture 

telescope.  

Parameters of the secondary mirror 

(1) Secondary mirror: hyperboloid conic coefficient :9.31 

(2) Radius of curvature:800mm 

(3) Secondary mirror aperture:88mm, thickness:15mm 

(4) Distance between the secondary mirror and 

correction mirror: 500mm     

The Golay3 MTF of the primary mirror is shown in 

Figure 2. There are nine sub-MTFs that three sub-MTFs 

are at the center and six sub-MTFs distribute in three 

directions at 60°. 

 
       

 

 

 

 

 

 

Figure 2 : MTF curves and two-dimension MTF. 

Based on the parameters of the telescope the catoptrics 

system is designed. It has a spherical primary mirror, an 

aspherical secondary mirror, and two lenses. The simulation 

result is illustrated in Figure 3. Its aperture, point-spread 
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function (PSF), and modulation transfer function (MTF) 

output from Zemax are plotted as shown in Figure 4 when 

the field of view is 0°. It shows that the sub-apertures seem 

to be circular because the relative aperture is still very small. 

The distributions of the PSF and MTF are in accordance 

with [5]. 

 
Figure 3 Simulation result of the Golay3 MMT with a 

spherical primary mirror. 

 
                   (a)                (b)                 (c) 

Figure 4: (a) Aperture, (b) PSF, and (c) MTF distribution of 

the Golay3 MMT with a spherical primary mirror. 

3. Experiment and imaging for Golay3 MMT 

sparse aperture system 

We built an experiment prototype illustrated in Figure 5.The 

resolution chart is imaged by the prototype. The results of 

the imaging are shown in Figure 6. Figure 6(a) illustrates the 

image from the experiment. Figure 6(b) is the image by 

recovering. Compared with Figure 6(a) and Figure 6(b) we 

can find that the image of Figure 6(b) becomes clearer than 

that of Figure 6(a). 

   

Figure 5: The experiment prototype of Golay3 MMT. 

  
(a)                                         (b)    

Figure 6 : (a) The image of the experiment ,and (b) the 

recovered image. 

Figure 7 shows the relationship between the image contrast 

and location of the focal plane. The abscissa stands for the 

distance away from the focal plane. It is shown that the 

image contrast is best at the focal plane according to Figure 

7. It is clear that the contrast has obtained a great 

improvement.   

 
Figure 7 : The relationship between the image contrast and 

location of  the focal plane. 

 
Figure 8 : The curves of the image contrast before and after 

recovering . 

4. Conclusions 

The MTF of Golay3 MMT is analyzed. The optical system 

of Golay3 MMT is designed and manufactured. The 

experiment result is given out and the image recovering is 

completed.    
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Abstract 

Localized surface plasmon resonance has found widespread 

use in efficient optical transducers of local refractive index 

changes in liquids, leading to highly specific biomolecular 

sensors with sensitivity reaching the single molecule limit. 

However, it has proven challenging to translate these 

achievements to the selective detection of gases, which 

typically adsorb in an unspecific manner and induces 

refractive index changes below the detection limit. Here, we 

show first insights on the large-scale self-assembly of 

monocrystalline Au nano-islands with tunable size and 

separation, and their application as efficient LSPR surfaces. 

Highly homogeneous centimeter-sized Au metasurfaces are 

fabricated by one-step deposition and in situ coalescence of 

hot nanoparticle aerosols into a discontinuous monolayer of 

highly faceted monocrystals. Notably, these metasurfaces 

demonstrate high-quality and tunable LSPR, enabling the 

fabrication of highly performing optical gas sensors 

detecting down to 10
−5

 variations in refractive index at room 

temperature.  

Next, we use our aerosol synthesis method to integrate 

tailored fractals of dielectric TiO2 nanoparticles onto 

resonant plasmonic metasurfaces made by hole-colloidal 

mask lithography. We show how this integration strongly 

enhances the interaction between the plasmonic field and 

volatile organic molecules and provides a means for their 

selective detection. Notably, the superior optical response is 

due to the enhancement of the interaction between the 

dielectric fractals and the plasmonic metasurface for 

thickness of up to 1.8 μm, much higher than the spatial 

extension of the plasmonic near-field (~30 nm). Optimal 

dielectric-plasmonic structures allow measurements of 

changes in the refractive index of the gas mixture down to 

<8x10
-6

 at room temperature and selective identification of 

three exemplary volatile organic compounds, acetone, 

toluene and ethanol. These findings provide a basis for the 

development of a novel family of dielectric-plasmonic 

materials with application extending from light harvesting 

and photocatalysts to contactless sensors for non-invasive 

medical diagnostics.  

1. Introduction 

Current technological advances demand more and more 

precise measurement of existence or absence of certain 

substances, with extremely low concentrations, in various 

environments. Sensing technology has already impacted 

many aspect of our daily lives; particularly, gas sensing is 

becoming considered as the key technology to avoid or 

reduce growing global challenges including global warming, 

pollution, safety and security. High sensitivity, fast response, 

and good selectivity are the target requirements for a high-

throughput sensor in today’s technology. Among all the 

nanotechnology-enabled gas sensors, the optical ones are 

most promising and attracting options thanks to their high 

selectivity, long lifetime, high resistivity to electromagnetic 

noise and the possibility to work at room temperature [1]. In 

this panorama, metal nanoparticles (NPs) have been 

extensively studied because of their characteristic localized 

surface plasmon resonance (LSPR) and it has been shown 

that they promptly react toward several compounds due to 

their catalytic activity or thanks to their high reactivity to the 

local environment parameter changes [2]. Gold NPs are the 

ideal candidates for plasmonic applications because of their 

stable and strong LSPR efficiency in the visible region. So 

far lots of gold morphologies have been proposed and 

synthesized in order to optimize the plasmonic properties 

and improve the sensibility. Despite the many attempts, the 

perfect plasmonic substrate that couples good efficiency and 

stability with the possibility to have a high reproducibility, 

cost-effectiveness and large-scale production is still object 

of research.  

2. Discussion 

Here, for the first time, we demonstrate the efficiency of a 

rapid high-temperature aerosol synthesis technique (flame 

spray pyrolysis, FSP) for the facile and scalable fabrication 

of an inexpensive resonant metasurface made of aperiodic 

monocrystalline Au nanoislands (Figure 1) in timeframes of 

seconds. Importantly, the morphology (particle size, 

interparticle distance and faceting degree) can be promptly 

tuned and hence a good control on the plasmonic properties 

is achievable. Furthermore, these substrates show a high-

purity crystalline nature as demonstrated from the X-ray 

diffraction patterns, a feature that is important for the 

minimization of the grain boundaries. 

Molecular dynamics simulations have been performed to 

investigate the driving mechanism that lead to the formation 

of disconnected nanoislands instead of a uniform thin film, 

and it has been found that a coalescence process drives the 

synthesis. Additionally, we have exploited these random 

metasurfaces toward the room temperature detection of 

gaseous volatile organic compounds, achieving the detection 

of refractive index changes as low as 10
−5

 [3].  
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Figure 1: a, Schematic representation of the high-

temperature aerosol setup and phenomenon during the Au 

deposition processes. b, Exemplary top-view scanning 

electron microscope (SEM) image of the Au NIs film, 

showing high uniformity on large scale. c, zoom into a 

single crustal, faceted Au nanoisland. 

 

In order to improve the performances and build a more 

sensitive device, we then integrated an ultra-porous fractal 

layer on TiO2 nanoparticles, deposited by using the same 

aerosol FSP technique, onto more regular plasmonic 

metasurfaces made by hole mask colloidal lithography, as 

shown in Figure 1a,c [4].  

The intrinsic deposition properties of the FSP in the 

diffusion regime, lead to the self-assembly of the TiO2 

nanoparticles in a fractal morphology, showing an ultra-

porous network with hierarchical pore size distribution 

(Figure 2a) and feature repeating at different magnifications. 

Gas sensing performances have been investigated as a 

function of the fractal layer thickness (ranging from 0 to 5.5 

μm) and we demonstrated the excellent sensitivity toward 

the room temperature detection of volatile organic 

compounds (VOCs), namely ethanol, acetone and toluene, 

measuring refractive index changes as low as <8x10
-6

 at 

room temperature (Figure 2d-f).  

The synergistic interplay between the tailored TiO2 fractals 

and the plasmonic metasurfaces has been studied with 

electrodynamic simulations and shows a drastic 

Enhancement of the interaction between the plasmonic field 

and the volatile organic molecules.  

Additionally, we exploited the VOCs condensation onto the 

high-surface area fractals to selectively discriminate the 

different gases. In fact, for any given VOCs the vapor 

pressure, which is directly correlated to the condensation 

rate, is a function of the temperature and the higher the 

concentration the higher is its vapor pressure. Indeed, by 

little increases of the temperature, is possible to reduce the 

amount of condensed VOCs, which in turn leads to a smaller 

plasmonic shift and providing a platform for the selective 

detection of gaseous molecules. 

 

 

 

 

 
 

Figure 1: a, Schematic of the fractal TiO2-Au nanodisks 

layout (not in scale). b, Cross-section SEM image in tilted 

view of a Au nanodisks metasurface with an in-plane 

diameter of 100 nm and a thickness of 40 nm. c, Cross-

section SEM image of the engineered TiO2 dielectric fractals 

with a porosity of 98% and a thickness of 1.8 μm. d,e, 

Extinction measurement in a 0% and 4% air-ethanol mixture 

for the bare Au substrate and the one with the integrated 

TiO2, respectively. f, Dynamic responses of the same sample 

to different cycles of air/ethanol at room temperature show 

high repeatability and sensitivity. 

3. Conclusions 

We have synthesized tunable and plasmonic hybrid novel 

nanostructured material, comprising of resonant 

metasurfaces and tailored dielectric fractals, for enhancing 

the interaction of the plasmonic field with a gaseous 

environment. These findings could pave the way toward a 

new class of contactless optical sensors with applications 

ranging from non-invasive diagnostic to pollution 

monitoring and safety. 
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Abstract 
A Golay3 Multi-Mirror Telescope (MMT) system is 
researched in this paper. An initial configuration is 
established according to the paraxial optical theory. A 
three-element aspheric corrector group is designed and 
placed in the converging light cone to enlarge the field of 
view (FOV) of the Golay3 MMT. The design results show 
that the fill factor F of the Golay3 MMT can be determined 
by a given CCD device. The FOV of the Golay3 MMT 
system can be increased to 1.50 with the insert of a 
three-element aspheric corrector group.  
 

1. Introduction 
The quest for finer angular resolution in astronomy will 

inevitably lead to larger apertures, which has pushed the 
limits of size and weight for monolithic primary mirrors. 
Large primary mirrors are increasingly difficult to fabricate 
and mount. In response, technologies such as segmented and 
sparse aperture systems are developed as the next generation 
of telescopes[1-4]. One type of the sparse aperture systems 
is the multiple-mirror telescope(MMT) in which several 
sub-mirrors resolve an object and share the same secondary 
mirror[5]. The major disadvantage of the MMT lies in its 
relative small FOV. In our paper we design a Golay3 MMT 
with a wide field of view. The configuration of the Golay3 
MMT is based on a 300mm Cassegrain system. The FOV of 
the Golay3 MMT is enlarged to 1.50 by designing a 
three-element aspheric corrector group in the converging 
light cone.  

 
2. Determination of the Fill Factor of the  

Golay3 MMT 
The Golay3 MMT adopts the two-mirror Cassergrain 

configuration, and the primary mirror is made up of three 
spherical sub-mirrors which are arranged in the Golay3  
form(Fig. 1). The secondary surface needs to be strongly 
deformed to remove spherical aberration from the primary  
surface. This design suffers from such severe coma that it is 
limited to a very narrow FOV.  

The fill factor F, which is defined as the ratio of all 
sub-mirrors’ area to that of the surrounding aperture can be 
obtained by  

2^/2^3 DDF sub⋅=                  (1) 

 

 

Fig.1 The Golay3 aperture     Fig.2 The MTF of the Golay3 aperture 

Where Dsub and D are the diameters of the sub-mirrors and 
the surrounding aperture, respectively. Compared with the 
system with a monolithic primary, the Modulation Transfer 
Function(MTF) of a sparse aperture system suffers a contrast 
loss in the mid frequency range as shown in Fig. 2. For an 
aberration-free sparse aperture system, the first cutoff 
frequency denoted by ρr, is determined by the equivalent 
aperture Deq of the sparse aperture system, 

)/( fDeqr λρ =                     (2) 
Where λ is the wavelength, f is the focal length of the 

optical system, and th Deq for the Golay3 MMT is defined 
as, 

2
343 22 LDL

D sub
eq

−+
=           (3) 

Where L is the distance between the centers of the 
surrounding aperture and the sub-mirror. Eq. (1), Eq. (2) and 
The frequency ρr should match with the Nyquist frequency 
of the CCD device. Once given a CCD device and the size 
of the surrounding aperture, the size of the sub-mirrors and 
the fill factor of the sparse aperture system can be 
determined through Eq. (1) and Eq. (3), respectively. In this 
paper, we select a CCD with pixels of 6.2 μm. It can be 
inferred that the semi-diameter of the sub-mirror is 46.2mm 
and the fill factor of the sparse aperture system is 29.6%. 
The detailed specifications for the Golay3 MMT are listed in 
Table1. 

Table 1. The design specifications of the  
Golay3 MMT 

Parameter specification 

Entrance pupil diameter(mm) 300 
Focal length(mm) 2100 

Focal ratio of the primary 3.5 
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Full field of view(degree) 1.5 

Spectral range(μm) 0.486-0.656 

3. Design of the Goaly3 MMT 
The design of the Golay3 MMT begins from a coaxial 

two-mirror system with a monolithic primary which is set as 
the stop. With the increase of the FOV, off-axis aberrations 
such as coma and astigmatism of the Golay3 MMT become 
dominant and the image quality is getting worse. Thus a 
corrector group before the image plane is designed to 
enlarge the FOV. 

Initially, the corrector group is designed with two 
normal glasses of BK7 and SF2. At a certain stage of the 
optimization, a third glass BK7 is added into the corrector 
group. At last, a hammer optimization is performed to 
choose the best glasses for the design. The final 
configuration of the corrector group is shown in Fig. 3. 

 

Fig. 3 The configuration of the corrector group 

4. Analysis of the design result 
Fig. 4 is the configuration of the Golay3 MMT with the 

optimized corrector group. The parameters of the final 
system are listed in Table 2. The thickness of the secondary 
mirror which refers to the distance between the secondary 
and the image plane is 869.69mm. The semi-diameter of the 
secondary is 62.5mm, which is slightly larger than the 
constraint of 60mm, but still results in a fill factor of 25.5%.  

 

Fig. 4 The configuration of the Golay3 MMT with the corrector group 

Table 2. The parameters of the final  
Golay3 MMT 

Parameters Primary Secondary 
Radius(mm) -2100.00 -1291.34 

Thickness(mm) -674.22 869.69 
Semi-diameter of 
sub-mirror(mm) 43.75 62.50 

Conic constant 0.00 11.71 

According to the design results, the maximum spot 
RMS radius in the 1.50 field is 4.808μm which is less than 

the pixel size of the CCD device. The MTF curves of the 
Golay3 MMT as shown in Fig.5 indicate that the first cutoff 
frequency ρr in each field of view is around 80 lp/mm, which 
corresponds to a resolving power of 5.9 μrad. Besides, the 
resolving power of different orientation in the mid and high 
frequency region (above 80 lp/mm) is different due to the 
distribution of sub-mirrors. Though the final system satisfies 
all the design specifications, it should be noted that the 
image size is 56.65mm in diameter, which means that the 
CCD size should at least be as large as 2.23×2.23 inches to 
cover a 1.50 target scene. 

 
Fig.5 The MTF of the Golay3 MMT 

5. Conclusions 
In this paper, a Golay3 MMT which is based on the 

Cassegrain system is designed. The determination of the fill 
factor of the Golay3 MMT is analyzed in detail. A 
three-element aspheric corrector group is designed and 
placed in the converging light cone to enlarge the full FOV 
to 1.50 and balance the residual aberrations of the Cassegrain 
system. The final Golay3 MMT achieves a fill factor of 
25.5% and the performance of the system satisfies all the 
requirements of the design specifications. 
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Abstract 

We introduce a class of vector beams with 

inhomogeneous statistical and nontrivial far-field angular 

distributions which we term cylindrically correlated 

partially coherent vector beams. We find that the novel 

beams posses, in general, cylindrically polarized, far-field 

patterns of an adjustable degree of polarization, that can 

find important applications to e.g., simultaneous trapping of 

different kinds of neutral microparticles and multiple 

surface plasmon excitation. 

1. Introduction 

Optical coherence, as one of the fundamental properties 

of light, plays an important role in the light field 

manipulation and the light-matter interactions. Recent 

studies have shown that the light coherence structure [1] can 

be viewed as an indispensable degree of freedom to control 

the physical properties of propagating beams and surface 

waves. Several types of partially coherent fields with 

statistically nonuniform correlation functions have been 

introduced and generated via various coherence 

manipulation methods. These fields exhibit many 

interesting properties during propagation such as self-

splitting, self-focusing, and self-shaping in either space or 

time domains, and are envisioned useful in a wealth of 

applications to free-space optical communications, super-

resolution imaging, and longitudinal field shaping.  

Polarization is another fundamental feature of light fields, 

reflecting their vector nature. Until recently, coherence and 

polarization of light fields had been treated separately for 

historical reasons. Since Gori and Wolf developed unified 

theories of coherence and polarization for the random 

electromagnetic beams, numerous studies have been 

devoted to partially coherent vector beams aiming to 

elucidate their fundamental properties and outline potential 

applications. Recently, increasing attention has been paid to 

the spatial coherence structure engineering of partially 

coherent vector beams. In 2014, Chen et al. introduced a 

class of nonuniformly correlated partially coherent vector 

beams [2]. A fully polarized intensity fraction of such 

beams is radially polarized in the far zone of the source. As 

the source spatial coherence decreases, a very pure radially 

polarized, partially coherent far field can be generated by 

the source, a feature combination especially conducive to 

reliable particle trapping and material thermal processing 

applications. 

In this paper, we will we introduce a class of partially 

coherent vector beams with nonuniform correlations and 

nontrivial far-field features that we term cylindrically 

correlated partially coherent (CCPC) vector beams. We find 

such CCPC vector beams can create cylindrically polarized 

far fields of any degree of polarization, which can find 

applications to particle sorting and controllable surface 

plasmon excitation. 

2. Generalized complex Gaussian representation 

of partially coherent vector beams 

The statistical properties of a partially coherent vector 

beam, propagating close to the optical axis (i.e., along z-

axis), are characterized by a 2 × 2 (space-frequency) cross-

spectral density matrix or (space-time) coherence-

polarization matrix. A straightforward complex Gaussian 

representation (CGR) extension to the vectorial case implies 

that the cross-spectral density matrix for any partially 

coherent vector fields can be represented as 

4

1 2 1 2( , ,0) d ? ( ) ( ,0) ( ,0).=   α α
W R R α α R R      (1) 

Here we use the notation ( , ) X YR  to represent a 

dimensionless radius vector with /= IX x ,  /= IY y , 

and  I
 being any characteristic spatial scale in the beam 

transverse plane. In particular, it is convenient to assume 

that  I
coincides with a beam waist at the source plane. 

Next, 

( ) ( )
( ) ,

( ) ( )

 
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α α
α

α α
                          (2) 

is a nonnegative matrix that guarantees nonnegative 

definiteness of the cross-spectral density matrix, and 

{ ( ,0)}
α

R  are the complex Gaussian (pseudo) modes, 

given by  

2 /2 2e ( 2 )
( ,0) exp[ ].

2

− −
 = −

v

α

R α
R              (3) 
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We Stress here that the cross-spectral density of any 

partially coherent vector source can be represented by Eq. 

(1). In addition, the generalized CGR can be applied to 

synthesize novel partially coherent vector beams via 

engineering the nonnegative matrix ( )α . 

3. Cylindrically correlated partially coherent 

vector beams 

As a particular example, we introduce cylindrically 

correlated partially coherent (CCPC) vector beams in this 

section by using the generalized CGR. The -matrix  for 

an CCPC vector beam source has the form,  

22 2

2

( ) ( ) ( )
( ) ( )exp( ) ,

2 ( ) ( ) ( )




 
= −  

 

c
a a b

a b b

v v vv
α u

v v v
    (3) 

where /  =c c I
 stands for a relative coherence length; 

 c
being the coherence length of the CCPC vector beam at 

the source, and 

( )
( ) ,

( )


  
=   

   

x

y

va

vb

v
M

v
                          (4) 

with ( )M  being a clockwise rotation matrix and 

0 2   . In the free space propagation case, the CCPC 

beam Stokes parameters can then be expressed as 

2 2 2 2
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3( , ) 0.=S ZR                                                                       (8) 

The polarized part of the CCPC  beam polarization state is 

encapsulated in the three Stokes parameters: 
1( , )S ZR , 

2 ( , )S ZR , 
3( , )S ZR . For a CCPC vector beam, we have 

3( , ) 0=S ZR , implying that the fully polarized part has 

linear polarization. Moreover, the ratio of 
1( , )S ZR to 

2 ( , )S ZR can be written as 

2 2

1

2 2

2

( , ) cos 2 cos 2 2 sin 2
,

( , ) sin 2 sin 2 2 cos 2

  

  

− +
=
− + +

S Z X Y XY

S Z X Y XY

R

R
    (9) 

indicating that the fully polarized part of the CCPC vector 

beam displays cylindrical polarization [3]. The polarization 

state distribution is controlled by the angle  . In Fig. 1 we 

display the CCPC beam polarization distribution at the 

distance 1=Z  for different values of  . We find that the 

beam is radially polarized for 0 =  and becomes 

azimuthally polarized for / 2 = , while for / 4 =   

the CCPC vector beam shows general cylindrical 

polarization.  

 

Figure 1: Distribution of the CCPC vector beam 

polarization states at the distance 1=Z  for (a) 0 = , (b) 

/ 4 = , (c) / 4 = − , and (d) / 2 = . 

4. Conclusions 

We proposed the concept of cylindrically correlated 

partially coherent (CCPC) vector beams and studied their 

free space propagation properties.  The CCPC beams 

become progressively more polarized on propagation and 

they acquire doughnut shape profiles. Further, we found 

that very pure far-field cylindrical polarization states (with 

99%  polarization purity) can be created by the CCPC 

sources of low spatial coherence.  
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Abstract 

Phase retrieval of objects using partially coherent 

illumination has been a long-lasting challenge due to the 

fact that propagation of the four-dimensional mutual 

coherence function is very complicated. The problem is 

especially challenging when the mutual coherence function 

is unknown. In this letter, a new non-iterative method for 

phase retrieval using partially coherent beams directly 

without coherence filtering is proposed and demonstrated 

experimentally. The effects of spatial coherence on the 

reconstructed object are discussed and studied in detail. 

Even for low degrees of coherence a reconstruction of good 

quality can be obtained by characterizing the partially 

coherent source. This method is also non-contact and can be 

used for phase imaging using all kinds of partially coherent 

beams with arbitrary coherence function and wavelength.  

1. Introduction 

When light is transmitted through a sample, the amplitude 

and phase of the light are modulated according to the 

object’s complex-valued transmission function. If we want 

to reconstruct the transmission function completely, we 

need to find both its amplitude and phase. However, with 

detectors we can only measure the intensity directly, while 

the phase information is lost. Thus, to reconstruct the 

transmission function, one needs to use phase retrieval 

methods that reconstruct the phase from intensity 

measurements [1]. Especially when no high-quality lenses 

are available for imaging, reconstruction of the sample’s 

transmission function through phase retrieval is important.  

For short wavelengths, e.g. X-rays, light sources such 

as a free-electron laser or a third-generation synchrotron are 

not perfectly coherent [2, 3]. Therefore, it is necessary to 

study phase retrieval with partially coherent illumination. 

To the best of our knowledge, there have been no reports on 

explicitly non-iterative phase retrieval for partially coherent 

illumination, especially not for partially coherent beams 

with nonconventional correlation functions. The aim of this 

paper is to explore the possibility of using a non-iterative 

method in the case of partial coherence, to study the effect 

of partially spatial coherence on the reconstruction of the 

object’s transmission function, and to overcome difficulties 

caused by partially spatial coherent illumination with 

nonconventional correlation functions. Advantages of our 

non-iterative reconstruction scheme are that it requires only 

few measurements, it is less computationally expensive, and 

it does not suffer from issues such as stagnation or non-

unique solutions from which iterative algorithms tend to 

suffer.  

2. Result 

2.1. Description of the experiment 

In the experiment, we choose our illuminating beam to be a 

Gaussian correlated Schell-model (GSM) beam. The 

experimental set-up for generating a GSM beam is shown in 

Fig. 1a. A coherent laser beam emitted by a solid-state laser 

is expanded and then focused by lens L1 on a rotating 

ground-glass disk, which produces a partially coherent beam 

with Gaussian statistics. The GSM beam is obtained by 

collimating the partially coherent beam by lens L2 and 

transmitting it through a Gaussian filter. Coherence width   

can be determined by the size of the focus spot as well as the 

roughness of the rotating ground-glass disk. In the 

experiment, the beam width is controlled by varying the size 

of the focused spot by translating back-and-forth lens L1.  

 

 
 

Figure 1: Experimental set-up for generating a GSM beam (a) and 

experimental set-up for retrieving the phase object (b).  
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Fig. 1b illustrates the experimental set-up for our non-

iterative method. A phase object, whose amplitude is 

uniform, is displayed on the phase spatial light modulator 

(SLM). The phase object is illuminated by the GSM beam 

and the reflected light is reflected again by the beam splitter. 

The Fourier transform of the light transmitted by the PAM is 

performed using lens L3 and its intensity is captured by the 

camera. 

2.2. Results of the experiment 

The field-of-view of the object function retrieval is not only 

limited by the signal to noise ratio (SNR), but also by the 

coherence width of the illuminating beam: the less coherent 

the diffraction pattern gets the more blurred the retrieved 

object function becomes for larger fields of view. This 

reduces the field-of-view in object space. At positions where 

the retrieved field is below the noise level, the object 

function cannot be retrieved. This is illustrated in Fig. 2 

where reconstruction results are shown for phase object with 

the perturbation point located at the head of the panda. 

Every row in Fig. 2 corresponds to a GSM beam with a 

certain coherence width that decreases from the upper row to 

the lower row. In the left two columns, the amplitude and 

the phase of the mutual coherence function are shown. The 

amplitude of a GSM beam obeys the Gaussian distribution 

with centre at the perturbation point and a phase which is 

uniform. It is seen that the size of the region is bigger than 

the SNR, is smaller when the coherence width decreases. In 

the right two columns, the logarithm of the amplitude and 

the phase of the retrieved field are shown. It is seen that the 

region around the perturbation point where the object 

function can be retrieved decreases for decreasing the 

coherence width, which is in accordance with the decrease 

of the size of the region where is larger than the SNR. This 

region can be enlarged either by increasing the SNR or by 

increasing the coherence width. 

 
Figure 2: Reconstruction results using a perturbation at a particular 
point with (first and second column) and without (third and fourth 

column) object for a GSM beam with various coherence widths.  

 

In Fig. 2, we have seen that for a GSM beam and for a 

given SNR, the region where the object field can be 

retrieved is approximately a disk centred at the perturbation 

point with the radius of the disk determined by the 

coherence width. For GSM beam illumination with low 

coherence width, the disk does not cover the entire object. 

However, the object can still be retrieved in the entire field-

of-view of the object by using more perturbation points. 

This means that we need to repeat the procedure of object 

retrieval several times, each time introducing the 

perturbation at a different position. In Fig. 3 the 

reconstructed phase objects are shown for the case of lowest 

coherence width when six perturbation points are used. By 

comparing the retrieved object with the result shown in 

Fig.2 (c4), it is seen that the field-of-view of the retrieved 

object is larger when more perturbation points are used. 

 
Figure 3: Reconstruction results using perturbations at different 

positions for GSM beam illumination. The perturbations are 

introduced sequentially at different positions and for each position 
the object is retrieved independently. The reconstruction result is the 

sum of all the retrieved objects. 

 

3. Conclusions 

We have introduced a new non-iterative method to retrieve 

the complex-valued object function of an object illuminated 

by an unknown partially coherent beam. By using a PAM 

placed at a certain distance from the object and by 

perturbing the object in a point, the direct relationship 

between the complex-valued object function and the 

intensity of the Fourier transform of the field transmitted by 

the PAM can be obtained. Our method is wavelength 

independent and can hence be applied to a wide range of 

wavelengths, from X-rays to infrared light, and overcomes 

several challenges of conventional iterative CDI. In 

particular, we do not need to decompose the mutual 

coherence function that describes the partially coherent 

illumination into a sum of coherent modes.  
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Abstract
Zernike polynomials with field of view(FOV) and pupil
factors are derived.The first three polynomial coefficients
are used to represent the alignment errors of a Golay3
Multi-Mirror Telescope (MMT) system.The effects of
alignment errors under different FOV of the MMT optical
system are analyzed and the process of imaging simulation
based on this model is also discussed.Finally, the phase
difference method(PD) is used to estimate the errors
successfully and restore the images accurately.

1. Introduction
Sparse aperture systems can achieve the same information as
full aperture systems, but their volume is smaller and the
weight is lighter than the full aperture[1].One type of the
sparse aperture systems is the multiple-mirror
telescope(MMT) in which several sub-mirrors resolve an
object and share the same secondary mirror[2].However,the
major disadvantage of the MMT lies in its large alignment
errors duing to the high degree of freedom of the sub-mirrors.
In our paper we use the first three terms of Zernike
polynomial which contain field of view(FOV) and pupil
factors to express the system alignment errors[3]. Analyse
the influence of alignment errors under different FOV and
discuss the process of imaging simulation based on this
model.Finally, the phase difference method(PD) is used to
estimate the errors successfully and restore the images
accurately.

2. Golay3 MMT and its alignment errors
The Golay3 MMT adopts the two-mirror Cassergrain
configuration, and the primary mirror is made up of three
spherical sub-mirrors which are arranged in the Golay3
form(Fig. 1). Because of the high degree of freedom of the
sub-mirrors, this optical system produce large alignment
errors easily,such as Piston error along the optical axis(Z
axis)and Tilt error around the x or y axis[4].(Fig. 2)

Fig.1 The Golay3 optical system Fig.2 The piston and tilt error

Generally,people use the first three terms of traditional

Zernike polynomial expressing the system alignment errors
which is defined as Eq.(1),





3

1
),(2),(

j
jjn yxzayx


 (1)

where  is the wavelength,φn(x,y)is the Wavefront error and
αj is the Zernike polynomial coefficient,Zj(x,y) is the Zernike
polynomial.
However,the traditional Zernike polynomial is only in a
single FOV to reconstruct the wavefront error.Because of the
lack of field parameters ,the corresponding Zernike term is
not a real wave aberration function.the Zj(x,y) shows only
pupil parameters.In the actual imaging, there are different
FOV, which leads to the detection of the wavefront
distortion inaccuracy and affects the final image restoration.

3.Zernike polynomials with field parameters
In an optical system with a circular pupil and a rotational
symmetry, the wave aberration function is generally used to
represent the wavefront aberrations of the FOV and pupil
factors.Hopkins proposed the expression of the wave
aberration function in polar coordinates as a power series
expansion[5]：
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Where k=2p+m,l=2n+m are the power series of the FOV
and the pupil term,Wklm is the coefficient,j is a number of
optical components that affect the system's wavefront.
The FOV and pupil vector are shown in Fig.3.In the image
plane, the field vector is pointing to the origin and the actual
surface center,θ is the angle between the h and x axis and its
direction is counterclockwise.In the exit pupil plane, the
pupil's vector ρ is the center of the pupil's center and the
point of the actual pupil.Φ is the angle between the ρ and x
axis of the exit pupil and its direction is also
counterclockwise.

Fig .3 FOV and pupil vector
According to Seidel theory, the piston and tilt term of the
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wave aberration function can be expressed as:

(3)

(4)

Where W000, W200 and W111 are the aberration coefficients of
the FOV and pupil，The tilt term in the wave aberration
function can be attached to the error vector σ when there is
alignment error in system,:

(5)

Due to the image point coordinates of the plane will change
with the FOV and the tilt of sub mirror，so when the system
has a tilt error, the vector h of FOV will attach the error
vector σ .Its formula is expanded into：
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(6)
Make the normalized FOV term like hcosθ=hx,hsinθ=hy,
β1=W200,β2=W111,β3=W’111,α1=W000,α2=W111σcosθ,α3=W’111σs
inθ.As shown in the following table1 that contains field
parameters of the Zernike first three terms,where β1, β2 and
β3 are the simplified coefficients of the field terms,α1,α2 and
α3 are the additional error when the system has the alignment
errors.

Table 1. Zernike polynomials with field parameters

Number of items Polynomial Coefficient

1 1 β1(hx2+hy2)+α1
2 ρcosΦ β2hx+α2
3 ρsinΦ β3hy+α3

With the coefficients are expressed,φ n(x,y) in Eq. (1) is
defined .The corresponding aberrations of the system can be
obtained by using interferometer or Shack-Hartmann,so the
FOV coefficients(β) can be obtained by using multiple sets
of corresponding aberrations.
Then, in Fig.4,we use phase difference method to simulate
imaging in the Golay3 MMT.Selecting two simulated FOV
angle,respectively(0°,0.01°)and(0.1°,0.1°),set the sub mirror
1 contains 4 piston and 0.1° x tilt and y tilt error, sub mirror
2and 3 as a reference without any error.Getting two images
from the focal and defocus plane,the focal distance
is77um,the defocusing amount is 1λ.Fig. 5 shows that restore
the images accurately by PD,but because of the image noise
there is a certain bias between the two results,and the
restored image under the FOV(0.1°,0.1°) recovery a bit
weak compared to FOV (0°,0.01°).

Fig .4 Object image (a),FOV(0°,0.01°) focal and defocus image(b),(c)
FOV(0.1°,0.1°)focal and defocus image(d),(e)

Fig .5 Restore image at FOV(0°,0.01°)(a) and (0.1°,0.1°)(b)

5. Conclusions
In this paper, Zernike polynomials with field of view(FOV)
and pupil factors are derived.The first three polynomial
coefficients are used to represent the alignment errors of a
Golay3 Multi-Mirror Telescope (MMT) system.The effects
of alignment errors under different FOV of the MMT optical
system are analyzed and the process of imaging simulation
based on this model is also discussed.Finally, the phase
difference method(PD) is used to estimate the errors
successfully and restore the images accurately.
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Abstract 

Ghost imaging with partially coherent light through 

monostatic and bistatic turbulence has been studied both 

theoretically and experimentally. Our results reveal that in 

bistatic turbulence, the visibility and quality of the image 

decrease with the increase of the turbulence strength, while 

in monostatic turbulence, the image quality remains invariant, 

only the visibility decreases with the increase of the strength 

of turbulence. Our results solve the controversy about the 

influence of atmospheric turbulence on ghost imaging.  

1. Introduction 

Ghost imaging (GI) is a novel technique to retrieve the 

image of an object by measuring the correlation function of 

light intensities from two distinct paths. The conventional GI 

geometry is that the light beam is first divided into two parts 

entering two optical paths; an object is located in one path, 

and a bucket detector with no spatial resolution collects the 

light intensity transmitting from the object; in another path, 

a spatial resolution detector receives the light intensity, but 

no object exists. By making a correlating calculation of the 

optical signals from two detectors, an image of the object can 

be obtained. This phenomenon was first observed using 

entangled photon pairs in spontaneous parametric down-

conversion (SPDC) [1].  

In 2009, Cheng first investigated GI through atmospheric 

turbulence and found that the quality of the image degraded 

due to turbulence [2]. Since then, considerable attention has 

been paid to GI through turbulence with classical or quantum 

light due to its important applications in remote sensing and 

communications [3,4]. The effects of turbulence on the 

visibility and quality of the image have been extensively 

studied both theoretically and experimentally [3,4]. The 

results in these studies are similar with that in [2], i.e., the 

turbulence has a negative effect of the quality of image in GI 

system. However, Meyers et al. found from experiment that 

the quality of ghost image seems to be immune to turbulence 

[5], while the visibility of the image decreases. This result is 

contradiction to the previous theoretical analysis [2-4]. The 

motivation in our manuscript is try to solve the controversy 

about the ghost imaging in atmospheric turbulence. Several 

studies in [2-4] declared that the turbulence has negative 

effects on the quality of the ghost image. However, the 

experiment results in [5] showed that the quality of the ghost 

image seems immune to the atmospheric turbulence. Up to 

now, there is still lack of a clear understanding about the 

different results between in [3,4] and in [5]. 

Here, we present our explanations that the different 

results are due to the different types of atmospheric 

turbulence, i.e., bistatic turbulence and monostatic 

turbulence. In bistatic turbulence, the visibility and the 

quality of the image all degrade, compared to those in free 

space. Our experimental results in bistatic turbulence are 

consistent with those reported in [2-4]. In monostatic 

turbulence, we have established the theoretical model for the 

four-order correlation function between the detector D1 and 

D2. With the help of this model, we theoretically predicted 

that the quality of the image is nearly immune to the 

atmospheric turbulence. Further, our experimental results in 

monostatic turbulence confirmed our theoretical prediction. 

2. GI in monostatic turbulence and bistatic 

turbulence 

 

Figure 1: Schematic setup for lensless ghost imaging through 

turbulence. 

 

The typical GI optical system is shown in Figure 1. The 

light source is first split into two twin portions by the 

intensity beam splitter (BS), and then two portions propagate 

through two distinct paths. One is a test path, which contains 

a bucket detector D1 and an object. The object is close to D1 

and the distance from the source to the D1 is z1. Another is a 

reference path, where a high resolution detector D2 is located 

at a distance z2 from the source. Generally, both of the two 

paths are in turbulence. The output signal from D1 and D2 are 

sent to a coincidence circuit to measure the forth-order 

correlation function (FOCF), i.e., intensity fluctuations. In 
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order to observe the image information, the condition z2=z1=z 

should be satisfied. As shown in Figure 1, the turbulence is 

introduced in two optical paths. ( )4 1 2 3 4 1 2, , , ; ,F x x x x u u  

is the fourth-order coherence function of the turbulent medium, 

given by 

( )

( ) ( ) ( ) ( )

4 1 2 3 4 1 2

* *

1 1 1 1 2 1 2 3 2 2 4 2

, , , ; ,

exp , , , , ,
m

F x x x x u u

x u x u x u x u    = + + + 

, (1) 

In bistatic turbulence case, the complex phase 

perturbations in path one and path two are statistically 

independent. ( )4 1 2 3 4 1 2, , , ; ,F x x x x u u  can be simplified as 

( ) ( ) ( )

( ) ( )

*

4 1 2 3 4 1 2 1 1 1 1 2 1
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x u x u

 

 

 = + 

  + 

,

 (2) 

In monostatic turbulence case, ( )4 1 2 3 4 1 2, , , ; ,F x x x x u u  

can’t be separated by the product of the ensemble average 

over the second-order statistics of   and that of   due to that 

the turbulence in two paths are statistically correlated. There 

are some theoretical approximation models to describe this 

process [6]. Here, we adopt the theoretical model based on 

Wang’s analysis. 
4F  is expressed as [6] 

3. Experimental measurement of the GI through 

monostatic and bistatic turbulence in lab 

 
Figure 2: Normalized image of double slits with different l 

and temperature T of the hot plate. a1)-(a3): 0 CT = , (b1)-

(b3): 120 CT = , (c1)-(c3): 140 CT = and (d1)-(d3): 

160 CT = . 

 

Figure 2 shows our experimental measurements of the 

ghost imaging through turbulent atmosphere with l being the 

distance between two optical paths, T is the temperature of 

the hot plate (i.e., the strength of the turbulence). It can be 

seen in Figure 2(a1)-(d1) that the turbulence almost has no 

effect on the quality of the image in monostatic case when 

the temperature of the hot plate from 0 to 160 C . As the 

distance l increases, the image gradually blurred by the 

turbulence-induced degradation as the strength of the 

turbulence increases [see in Figure 2(a2)-(d2)]. When 

l=0.9cm, the turbulences in two paths develop into bitatic 

case, no image information can be obtained for the temperate 

140 CT =  and 160 CT =  [see in Figure 2(a3)-(d3)]. The 

distance l is closely related to the types of the turbulence. Our 

experimental results are consistent with the theoretical 

analysis. 

4. Conclusions 

We have studied the quality and visibility of the GI through 

monostatic and bistatic turbulence both in theory and 

experiment. Analytical expressions for the FOCFs which 

contain the background noise and the image information are 

derived for the case of monostatic and bistatic turbulence 

with the help of a tensor method. It was found that the 

visibility and the quality of the image in two types of 

turbulence lead to different results. In bistatic turbulence, the 

visibility and the quality of the image all degrade by the 

turbulence due to the statistical independence of the two 

paths in GI system. In monostatic turbulence, the quality of 

the image can keep invariant as that in free space in some 

range of the strength of turbulence whereas the visibility 

decreases with the increase of the turbulence. When the 

distance from the light source to the detection plane is an 

order of hundred meters, the GI information can remain 

longer distance in monostatic turbulence than that in bistatic 

case under the same condition. The experiment for the GI 

through monostatic and bistatic turbulence is also carried out 

in laboratory. Our results agree with the theoretical 

predictions and are consistent with the experiment results in 

[5] 
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In the past decades, partially coherent beams with conventional correlation functions were explored extensively, and 

were applied in many applications, such as ghost imaging, remote detection, second-harmonic generation, and optical 
scattering. Recently, a great deal of attention is being paid to partially coherent beams with nonconventional correlation 
functions [1-3]. Manipulating the correlation functions of partially coherent beams will induce many extraordinary 
phenomena, such as self-focusing [4], self-shaping [5], self-splitting [6], self-steering [7] and super-strong self-
reconstruction [8], which are useful for particle trapping [9], free-space optical communications [10, 11], and sub-
Rayleigh imaging [12]. Through measuring the far-field correlation function of a partially coherent vortex beam, one 
also can determine its topological charge (i.e., orbital angular momentum) [13-14]. In this talk, we will introduce recent 
progress on generation and application of partially coherent beam. 
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Abstract 

In this paper, we present our recent works on graphene 

based integrated devices by using the thermo-optic effect. 

We demonstrated an all-optical switch with a response time 

constant of 253.0 ns and a switching energy of ~50 nJ. 

Furthermore, we implemented a nanobeam based tunable 

optical filter with a tuning efficiency ~1.5 nm/mW by using 

a graphene micro-heater. 

1. Introduction 

Graphene is considered as a promising material for 

optoelectronic device integration due to its high carrier 

mobility, low optical loss and ultra-high thermal 

conductivity. Various optoelectronic devices based on 

graphene have been demonstrated, including electro-optic 

modulators [1-2] and photodetectors [3] which show merits,   

including low power consumption, high speed and 

broadband. 

      Since graphene has high thermal conductivity ~5,300 

Wm-1K-1 and low optical loss, graphene can then be 

integrated onto the waveguides as a heater for fast thermo-

optic tuning. In this paper, we show our recent works on this 

topic, including an all-optical switch [4] and a tunable 

optical filter [5] by using the thermo-optic effect. 

2. All optical switch 

We have proposed and demonstrated an all-optical switch 

[4] based on a silicon nitride (Si3N4) micro-ring (MRR) 

resonator and graphene, as shown in the Fig. 1(a). Pump 

light and probe light are combined and then injected into the 

chip. Part of the pump light will be absorbed by the 

graphene on the Si3N4 resonator if the light wavelength 

matches the resonant wavelength. The absorbed power by 

the graphene can be converted to heat and the temperature 

of the graphene increases. Then the graphene can heat the 

Si3N4 micro-ring resonator underneath and the resonant 

wavelength can be tuned. After passing through the chip, 

pump light and probe light can be separated by an optical 

filter for power detection. 

   The static thermo-optic tuning efficiency is measured to 

be 0.0079 nm/mW which is four times larger than that of 

the reported similar work for Si3N4 MRR without graphene. 

Then we modulate the pump light and test the probe light 

for dynamic switching process. The results are shown in Fig. 

1(b). In the switching process, the response time constant is 

about 253.0 ns with a switching energy of ~50 nJ. 

 

 
Figure 1: (a) Device configuration. (b) Probe light signal 

in all-optical dynamic switching, inset: normalized pump 

signal [4]. 

3. Tunable optical filter 

We also demonstrated a tunable optical filter by using a 

nanobeam resonator and a graphene micro-heater [5]. The 

device configuration is shown in the Fig. 2 (a). By using the 

nanobeam resonator, the optical mode volume can be 

effectively shrunk to be 0.145 µm3. To tune the resonance 

wavelength of the resonator, the graphene micro-heater only 

needs to heat the silicon within the mode volume, thus the 

heating energy can be reduced and the thermo-optic tuning 

efficiency can increase. 

    By applying electrical power on the graphene micro-

heater, the resonance wavelength can be effectively tuned. 
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The tuning efficiency is measured to be 1.5 nm/mW which 

can be further increased to be 3.75 nm/mW with an 

optimized structure. The response time constants for the 

heating process is also measure with τrise = 1.11 μs and τfall = 

1.47 μs for the rise and fall edges respectively. 

 

 

Figure 2: (a) Device configuration for the tunable filter. (b) 

Transmission spectra at different heating powers [5]. 

4. Conclusions 

We demonstrated two graphene based integrated devices 

including an all-optical switch and a tunable optical filter. 

High tuning efficiency and fast thermo-optic tuning speed 

are achieved which would be useful for various application 

in optical communications and all-optical logic computing. 
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Abstract 

1. The generation of light beams carrying Orbital angular 
momentum (OAM) has attracted the interest of a wide 
community and in recent time it has been extended to the 
generation of matter beams, such as, electrons, neutrons or 
atoms. While most applications are centered on the use of 
beams carrying a unique OAM value, many of them will 
benefit from having a wider OAM spectrum. The reason 
being, each OAM component can provide different 
information. Here, we propose and demonstrate a simple 
way to produce, in a controlled way, OAM-carrying beams 
using pinhole structures, also known as photonics sieves. 
This study provides a new avenue for the flexible generation 
of beams carrying a well-defined OAM spectrum. This 
technique is not limited to light waves but can also apply to 
matter waves. 

2. Introduction 

Vortices are inherent to any wave phenomena and much 
interest has been focused on vortex fields in the past few 
years [1,2]. Vortices denote singular (zero intensity) points 
in a given field that have indeterminate phase, and a multiple 
of 2π phase circulation around the vortex in the plane 
transversal to the direction of wave propagation [1]. In a 
light wave, the phase singularity is known to form an optical 
vortex, which has an exp(ilθ) azimuthal phase structure and 
carry an orbital angular momentum (OAM) of  lħ per 
photon, where l denotes the azimuthal mode of the field, and 
also called as topological charge. Recently, optical vortices 
have found numerous applications in optical 
micromanipulation [3], free-space communication [4], and 
quantum information [5], etc. Besides optical vortex beams, 
recent studies show that the some other beams, such as 
electron vortex beams [6], neutron vortex beams [7] and 
atom vortex beams [8], plasmonic vortices [9] can carry 
OAM as well and may lead to wide-ranging applications in 
new types of communication and memory devices as well as 
imaging  [10,11]. 

 So far, a variety of devices have been reported to produce 
vortex beam. Besides the classic methods, such as spiral 
phase plate , spiral zone plate , recently, pinhole masks, such 
as photon sieves and Vogel spiral arrays are adopted to 

produce vortex beams as well. While, most of these 
aforementioned methods, especially those based on the 
binary amplitude masks, showed how to produce vortex 
beams carrying OAM modes, but not presented the “whys” 
clearly. More recently, a general OAM mode selection 
principle of the rotationally symmetric superposition of 
chiral states was put forward, which explained the 
relationship between the OAM modes selected and the order 
of the rotationally symmetric binary amplitude chiral sieve 
masks. On the other hand, the ability to manipulate OAM 
states and OAM spectrum of structured light beams are 
crucial in many applications.  

In this study, we propose and experimentally validate a 
simple method that achieves this goal using a structured 
photonics sieves.  

3. Concept and theory. 

3.1. Theory 

We know that any arbitrary light beam can be expressed 
as the superposition of OAM states, and the OAM is 
associated with a helical or twisted wavefront. Now, we 
show that any asymmetrical aperture can convert a plane 
wave into a specific OAM spectrum. A simulated 
asymmetrical plate with one spiral of pinholes, is shown in 
Figs.1 (a). Then, if the plate is illuminated with a plane 
wave, the complex amplitude of the diffracted beam in the 
observation plane can be obtained by Fresnel diffraction 
integral. 

Figures 1 (b) and (c) shows the intensity and phase 
patterns in the observation plane when the plate is 
illuminated with a plane wave, where the parameters are 
z=1m and λ=532.8nm. Due to the asymmetry of the plate, 
the intensity pattern of the generated beam is not symmetric 
either. Interestingly, although the phase pattern is 
asymmetric as well, we can still recognize the spiral phase 
distribution in the Fig.1(c). As a comparison, Figs. 1 (d)-(f) 
show the of the simulated results using a rotationally 
symmetrical plate with five spirals, and each of which is 
same as that in Fig.1(a). From Figs.1(a)-(f) we can see that 
both the intensity and the phase patterns are improved 
significantly when we replace the one-spiral pinholes plate 
with a five-spiral pinholes mask. We can see a clear bright 
ring the centre of the beam (Fig.1(e)), and Fig.1(f) shows the 
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phase increases by 5 × 2π around the center in clockwise 
direction clearly.  

 

 
Figure 1   Schematics for the generation of vortex beams using 

a one-spiral pinholes plate and a structured plate with five spirals. 
(a) Simulated mask of one-spiral pinhole mask. (b) and (c) are the 
corresponding simulations of intensity and phase pattern of the 
diffracted beam at z=1m. (d)-(f) Same with (a)-(c) but for the plate 
with five spirals of pinholes.  

3.2. Structured pinhole plate 

 

 
  

Figure 2: Structured photon sieves for generating of multiple 
OAM modes. (a) Simulated mask for producing the superposition 
of opposite  2 OAM; (b) Simulated intensity pattern; (d) 
Corresponding experimental results; (d) Power weight OAM 
spectrum; (e-h) Same with (a-d) 
 
We can further explore the structured photon sieves for 
generating of multiple OAM modes. Without loss of 
generality, we consider the generated beam comprising two 
pairs of opposite OAM, as shown in Fig. 2. It is known that 
the superposition of two vortex beams with ℓ can form a 
pattern like a 2ℓ-petal flower-like intensity distribution, and 

we can see this phenomenon clearly in Fig.2. For example, 
in Figs.2 (b) and 2(c), there are four petals in the intensity 
pattern. Therefore, Figure 2 shows that we need not use the 
superposition of two vortex beams, and just a simple 
pinhole-plate can convert a plane wave into multiple OAM 
modes. The corresponding OAM mode spectra show that 
the generated OAM modes are very pure using this method, 
and almost have no side lobes in the OAM spectra. 
 

4.  Conclusions 

In conclusion, we have presented a structured photon sieves 
which can produce both a single OAM and a mixture of 
multiple OAM. Although this plate is verified in generating 
optical vortex beams, the general design approach and 
results obtained with the structured sieves are not confined 
to the opitcal waves alone, but are valid for generating of 
any scalar vortex beams such as electron vortex, neutron 
vortex and acoustic vortex. 
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Abstract 

We experimentally investigate the enhanced back scatter 
(EBS) of Laguerre-Gaussian (LG) vortex beams on double 
passage through turbulent air, reflecting from a retroreflector. 
It is found that only vortex beams with an even topological 
charge exhibit EBS, whereas beams with an odd topological 
charge maintain a dark-hollow shape. The physical 
mechanisms behind the aforementioned effects are 
explained using a ray model, and the results are further 
confirmed computationally using a multiple phase screen 
method. This work potentially allows the control of EBS 
through engineering of the phase in the transmitter plane.  

1. Introduction 

In recent years, considerable attention has been paid to 
vortex beams [1-2] due to their potential applications in 
FSOC communications and optical images. Such beams 
possess an intensity minimum on axis and a helical phase 
structure in the form of exp(ilφ), where l is the topological 
charge and φ is the azimuthal angle. As one knows, light 
beams will experience beam wander, scintillation and angle-
of-arrival fluctuation when they propagate in atmospheric 
turbulence. However, some studies showed that vortex 
beams can greatly reduce these negative effects. In addition, 
as vortex beams with different charges are mutually 
orthogonal, they are being applied to increase the data rate in 
FSOC by multiplexing information on different vortex 
modes simultaneously. Mode mixing  and the degradation of 
mode quality resulting in cross-talk between orbital angular 
momentum (OAM) modes were investigated when the 
phases of vortex beams suffered random fluctuation induced 
by turbulence. The possible use of vortex beams for 
communications in photon counting level was studied in [3]. 
Recently, Yuan et al. were proposed an optimized scheme to 
improve the detection probability of OAM of vortex both in 
Kolmogorov and non-Kolmogorov turbulence [4]. In this 
paper, we explore both the average and instantaneous 
behavior of vortex beams on double-passage through 
monostatic turbulence via a retroreflector. We find that EBS 
only appears for beams with even topological charge, while 
beams with odd charge maintain their intensity minimum. It 

is further found that Laguerre-Gauss (LG) vortex modes will 
convert to Hermite-Gauss (HG) modes under certain 
circumstances. Physical explanations of these effects are 
presented. 

2. Experimental setup and results 

The experimental arrangement is illustrated in Fig. 1. A 
linearly polarized Gaussian beam generated from a He-Ne 
laser (λ=632.8nm) is first passed through a beam expander 
(BE1) and then reaches a spatial light modulator (SLM) 
acting as a computer-controlled (PC1) phase screen. A 
standard fork grating is programmed onto the SLM to 
generate the desired vortex beam of azimuthal order l; a 
circular aperture (CA) is used to isolate only the desired 
vortex diffraction order from the SLM. The resulting vortex 
beam is then expanded and collimated by BE2. After the 
expander BE2, the beam is well-represented as an LG mode 
with radial index 0 and azimuthal index l 

2
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( , , 0) exp exp( ),l
l

r
E r z A r il 


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 

          (1) 

where r=(x2+y2)1/2 and φ are the radial and azimuthal 
coordinates, respectively. Al is a positive constant; l is the 
topological charge. When l =0, this expression reduces to a 
fundamental Gaussian mode. The measured beam width ω0 
after BE2 is almost the same for l =1, 2, 3, with ω0=2.5mm. 

 
Figure 1: Schematic of the experimental setup for the 
generation of vortex beams and measurement of the 
intensity distributions through a monostatic double-passage 
channel. 
A beam splitter (BS) sends half of the resulting intensity 
through atmospheric turbulence generated by a hot plate 



2 
 

(HP), after which it reflects off a retroreflector (RR), and 
then returns back via the same path. The backward beam is 
reflected by the BS and is focused by a lens (L) with focal 
length 40cm. A CCD with 1952×786 square pixels of side 
length 3.75μm is placed at the receiver plane to measure the 
average/instantaneous intensity distributions. The measured 
intensity was averaged over 2000 frames with frame per 
second (FPS) of the CCD being 25. 
Figure 2 illustrates the experimental average intensity 
profiles of a Gaussian beam (l=0) and vortex beams with l=1, 
2, 3 reflected by the flat mirror (first column) and the 
retroreflector (second column), respectively. One can see 
that the beam profiles of vortex beams degenerate to 
Gaussian-like shapes for the case of the flat mirror, 
irrespective of topological charge. When the retroreflector is 
used, the situation is different. The average intensity for l=0, 
2 exhibits a sharp and bright peak in the beam center, 
indicative of an EBS enhancement. The central peak values 
for l=0 and 2 are about 2.46 and 1.60 compared to these for 
flat mirror target. For l=1 and l=3, however, the beam 
profiles still display dark-hollow shapes, with no EBS. Other 
experimental results for higher values of l  indicate that EBS 
only occurs when the topological charge is an even number. 

 
Figure 2: Density plot of the beam profiles of the Gaussian 
beam (l=0) and vortex beams for different values of 
topological charges reflected by a flat mirror (first column) 
and retroreflector (second column). The corresponding 
cross-line of the intensity distribution at y=0 is plotted in the 
third column. 

3. Simulation results 

Figure 3 illustrates average intensity distributions of the 
Gaussian beam (l=0) and vortex beams with l=1, 2 and 3 
reflected by a flat mirror and a retroreflector. It can be seen 
that only when l=0, 2 (even number), a bright spot in the 
beam center appears, indicating the EBS effect. The 
simulation results agree well with the experimental results 
shown in Fig. 2.  

 
Figure 3: Simulations results of the average beam profiles of 
the Gaussian beam and vortex beams in the receiver plane. 
The structure constant is  . The size of pictures is 
1.5mm×1.5mm 

4. Conclusions 

In conclusion, we have experimentally measured the 
average/instantaneous intensity distributions of vortex 
beams on double-passage in monostatic turbulence using a 
retroreflector. The experimental results show that EBS 
occurs only when the topological charge is even, and this 
can be explained using a model of reciprocal ray pairs. Our 
finds may be useful in FSOC systems using vortex beams 
and point towards methods for controlling EBS by 
engineering the phase of the beam  
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Abstract 

Complex periodic discrete non-diffracting beams (PDNBs) 
is produced by superposition of two sub simple PDNBs at a 
particular angle α∆ . As for special cases, we studied the 

superposition of the two identical squares (“ 4+4” ) 
periodic wave fields at specific angles,and obtained a series 
of interesting complex PDNBs. New PDNBs were also 
obtained by modulating the initial phase difference between 
adjacent interfering beams.  

1. Introduction 

Due to a deeply rooted theory—diffraction is a natural 
phenomenon of light propagation—great attention of 
researchers has been attracted to the so called non-diffracting 
beams， which were firstly identified by Durnin et al. in 
1987 [1]. Over the past three decades, different types of non-
diffracting beams, for instance, Bessel beams, Mathieu 
beams, Weber beams and discrete non-diffracting beams, 
have a multitude of application fields, such as medical 
imaging, light microlithography as well as optical 
communications [2–6]. However, it is most noteworthy that 
discrete non-diffracting wave fields, among the four families 
of non-diffracting beams, are applied in weak light induced 
two-dimensional (2D) optical lattices most frequently [7,8]. 
Their band gap structure and beam transmission controlling 
ability make a significant research value [9]. 
     Recently, non-diffracting patterns generated by two 
mutually rotated non-diffracting beams were introduced 
theoretically in reference [10], and the authors gives rigorous 
expressions for particular rotation angles, where periodicity 
of the pattern takes place. Although non-diffracting have 
infinite energy, only approximated DNBs can be obtained in 
experiment. 

      In the present work, we got a series of periodic discrete 
nondiffracting beams (PDNBs) through superposing two 
identical “child” periodic wave fields at specific angles 
decided by an expression, which is derived from the 
periodicity condition of the lattice field function after 
superposition. As for special cases, we studied the 
superposition of the two identical square or two hexagonal 
periodic wave fields at specific angles, respectively. 
Moreover, more PDNBs were generated by modulating the 
initial phase of each interfering beams.   

2. Theoretical calculation and model  

 
Fig. 1. Corresponding frequency change which was chosen 
by rotating two interfering wave field of  square lattice. 

 

The structure of lattice  is a superposition of two equal sublattices 
(sublattice A and sublattice B).  
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where Ej and Ej′ are the amplitudes, Aϕ and Aϕ  are 
initial phases of the sublattice A and sublattice B, 
respectively.  and N represent the number of the interfering 
plane beams of sublattice fields. r is position vector of plane 

beams with 222 zyxr ++=  in Cartesian coordinates. 
In addition, kA and kB are wave vectors 
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Where j is positive integer, and Δα is the angle between 
the sublattice A and sublattice B, and θ is the angle between 
direction of beam propagation and z-axis. 

 The wave fields produced by interference of “4+4” 
beams shown in Fig. 1 have a fourfold symmetric feature. 
Assuming 0BA ==ϕϕ  and jj EE ′=  , for all j, in x- y  
plane Eq. (1) can be rewritten as 
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When tan(Δα)=C, and C is an arbitrary real positive 
integer with range of 2 to positive infinite,  the periodicity 
of the wave field is indicated. 

 

 

Fig. 2.  Numerical simulation intensity realization of “
4+4” PDNBs. 

Fig. 2 shows experimental results of several PDNBs for 
the case of“4+4”. With initial settings, 0== ′jj ϕϕ ,

0EE jj == ′ , PDNBs with intensity distributions are 
shown in Fig. 3(a)-(d).  In addition, the foregoing 
discussion indicates that the periodic nature will not be 
changed if we modulate the initial phase of each plane 
beam [6]. For example, if πϕ =j , 0=′jϕ , different 
integer numbers C would lead to some new shapes of 
PDNBs as shown in Fig. 3(e) and (f). And size of the cell 
of PDNBs is about 250μm. 

3. Conclusions 

In conclusion, we got complex 2D PDNBs by 
superposition of two identical simple 2D PDNBs at a 
special angle. Subsequently, we acquired other new 
PDNBs with reprogrammable phase patterns for 
modulating the initial phase of each frequency component 
we have chosen. As for applications, these leave out entire 
wave fields can be utilized in research of light induced 
optical lattices because long non-diffracting distance 
satisfies the requirement of forming stable band gaps. In 
addition, as a prominent example[11], all these 2D PDNBs 
will become 3D periodic lattice fields which can be 
recorded by a photosensitive medium if we add one on-
axis beam by reconfiguring phase patterns in SLM. Tasks 
above are reported with the expectation of facilitating 
exploring beam propagation behavior in 2D periodic 
optical lattices even in optical super lattices, which are 
increasingly required in controlling optical fields. 
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Abstract 

The focusing properties of an apertured Bessel-Gaussian 

correlated Schell-model (BGCSM) beam are investigated 

theoretically in detail. An optical cage is formed by 

focusing BGCSM beam and it is moderately adjusted by the 

aperture radius, the spatial coherence width, and the 

parameter   of the BGCSM beam. Furthermore, the effect 

of these parameters on the effective beam size and the 

spectral degree of coherence are also analyzed. The optical 

cage can be useful for particle trapping and material thermal 

processing. 

1. Introduction 

The optical cage has attracted growing attention and has 

found wide applications in many fields. There are various 

techniques for generating the optical cage. However, all the 

optical cages produced by the techniques mentioned in the 

literature are completely coherent. A partially coherent 

optical cage may exhibit some advantages over those of a 

coherent optical cage, for example, a partially coherent 

optical cage is less sensitive to speckle [1]. Several 

approaches have been developed to generate partially 

coherent 3D optical cages, such as the axicon-lens system   

and the binary diffractive optical element. Furthermore, 

controlling the spatial coherence of a focused partially 

coherent source has also shown the possibility of forming an 

optical cage in the focal region. 

Recently, partially coherent beams with nonconventional 

correlation functions (NCFs) have been widely investigated. 

The generation of several partially coherent sources with 

NCFs has been introduced[2,3]. These novel sources exhibit 

many interesting propagation properties, and are expected to 

be useful in many applications, such as optical trapping, 

free-space optical communications and so on. The Laguerre-

Gaussian correlated Schell-model (LGCSM) beam and the 

Bessel-Gaussian correlated Schell-model (BGCSM) beam 

are two typical partially coherent beams with NCFs. These 

two types of beams have been introduced in theory [4], and 

later generated in experiment with the aid of a spatial light 

modulator or with a hologram and a diffuser. Their 

correlation functions are expressed in the form of Laguerre-

Gaussian and Bessel-Gaussian functions, respectively. Both 

LGCSM and BGCSM beams display ring-shaped beam 

profiles in the far field in free space. Furthermore, Chen et al. 

demonstrated both theoretically and experimentally that by 

focusing an LGCSM beam with a thin lens and tailoring the 

source correlation function, a controllable partially coherent 

optical cage can be generated near the focal area [5]. Thus, 

how about generating an adjustable optical cage by focusing 

a BGCSM beam?    

Here, we demonstrate that a partially coherent optical cage 

can be generated by focusing an apertured BGCSM beam 

and the circular aperture is located in front of the BGCSM 

beam. Based on the generalized Huygens-Fresnel integral 

and complex Gaussian function expansion, the analytical 

formula of the BGCSM beam passing through an apertured 

ABCD optical system is derived. Our numerical results 

show that the size and depth of the generated optical cage is 

adjustable by modulating the source spatial correlation 

function, the coherence width and the aperture radius. The 

effective beam width and spectral degree of coherence 

(SDOC) of the focused BGCSM beam in the focal region 

are also discussed. Our results may find uses in optical 

trapping and material thermal processing. 

2. Propagation of an apertured BGCSM beam 

The second-order correlation properties of a scalar partially 

coherent beam are generally characterized by the cross-

spectral density (CSD) in the spatial-frequency domain. The 

CSD of the apertured BGCSM beam at two arbitrary points 

in the source plane is expressed as 
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where ( , ) ( 1,2) j jx jyr r r j   denotes an arbitrary transverse 

position vector, 0 is the transverse beam waist width of the 

corresponding Gaussian beam, 0 is the transverse 

coherence width,  is a real constant, 0 ( )J x is the zeroth-

order Bessel function of first kind, and ( )iH r is the 

transmission function of the circular aperture. Here  
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where a is aperture radius, 
mA and 

mB are the expansion and 

Gaussian coefficients, respectively, which can be obtained 

through numerical optimization. With the help of extended 

Collins formula, the spectral density of the apertured 

BGCSM beam in the receiver plane as follows 
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where ( , )j jx jy   ( 1,2)j  denotes an arbitrary 

transverse position vector at the receiver plane, 2 /k    

is the wave number related to the wavelength  . The 

effective beam width and SDOC are obtained as  
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with 2 2

0/ 4 , / 2k B b k B      . 
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3. Numerical calculation results 

We have studied numerically focusing characteristic of the 

intensity, the effective beam width, and the SDOC of an 

apertured BGCSM beam focused by a thin lens focusing 

system by applying the formula derived in Section 2. We 

calculated the normalized intensity distribution of an 

apertured BGCSM beam in the z  plane for different 

values of 
0,   and a   (pictures are not shown here). With 

the decrease of a , the shape of the optical cage became 

much more uniform and the size of the cage became larger. 

With the small value of 0 ,a more uniform optical cage is 

formed. With the increase of 0 , both transverse and 

longitudinal sizes, as well as the depth of the optical cage, 

decreased. The focal intensity profile gradually evolved 

from a peak-centered shape into an optical cage with the 

increase of  . However, the shape of the optical cage 

became less uniform with the increase of  . The effective 

beam width and the SDOC of an apertured BGCSM beam 

are shown in Fig.1 and Fig.2 with different parameters. 

With the increase of a and 0 , the effective beam width first 

quickly decreased and then tended toward a minimum value. 

From Fig.2, the correlation singularities are formed when 

a decrease and the number of correlation singularities are 

not affected by 
0 and  , while their locations are affected 

by 
0 and  . 

  

 
Figure 1: Effective beam waist width of an apertured 

BGCSM beams in the focal plane versus 
0,   and a   . 

 

 
Figure 2: Dependence of modulus of the SDOC of apertured 

BGCSM beams in the focal plane. 

 

4. Conclusions 

The statistical properties of an apertured BGCSM beam 

focused by a thin lens have been explored. The adjustable 

size of a formed optical cage is the most attractive property. 

We found that the optical cage could be controlled by 

manipulating the initial spatial coherence width
0 ,the 

parameter   and the aperture radius a . The size and depth 

of the optical cage increased with the decrease of 
0 or 

increase of  . The shape of the optical cage became much 

more uniform with small values of a and
0 , or a moderate 

value of  . In addition, the effective beam width and the 

SDOC are also affected by these parameters. Our results 

will be rewarding in various applications, such as in particle 

trapping, dark field microscopy, and super-resolution 

fluorescence microscopy.  
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Abstract 

With the help of the extended Huygens-Fresnel principle, 

we derived analytical expressions for the cross-spectral 

density(CSD) and the second-order moments of a Hermite-

Gaussian correlated Schell-model (HGCSM) beam 

propagating in a gradient-index (GRIN) fiber. It can be 

found that the distribution of the spectral intensity and the 

degree of coherence exhibit periodicity and the propagation 

factor of a HGCSM beam does not depend on the 

parameters of the GRIN fiber and propagation distance. As 

a result, we can modulate the state of the spectral intensity 

of the output beam in GRIN fiber by varying the length of 

fiber and the initial beam parameters of a HGCSM beam.  

1. Introduction 

Ever since Gori and his collaborators first discussed the 

sufficient condition for devising the genuine correlation 

function of partially coherent beams [1, 2], more and more 

attention is being paid to partially coherent beams with 

nonconventional correlation functions (i.e. non-Gaussian 

correlation functions). Among various nonconventional 

partially coherent beams, Hermite-Gaussian correlated 

Schell-model beams have been investigated in detail [3, 4]. 

It has been proved both in theory and experiment that the 

beam exhibits self-splitting properties on propagation in 

free space, which will be useful for attacking multiple 

targets, trapping multiple particles, and guiding atoms. By 

naturally extension, it inspires us to explore the propagation 

properties of Hermite-Gaussian correlated Schell-model 

beams in other medium.  

On the other hand, optical fiber has been widely applied 

in optical sensing, optical imaging, optical communications, 

beam shaping, and biomedical engineering. It is of great 

significance to explore the beam’s propagation properties in 

optical fiber. The gradient-index (GRIN) fiber whose index 

of refraction varies radially has an advantage of lower pulse 

dispersion over its step-index counterparts [5]. The ray 

varies sinusoidally along the fiber and never touches the 

edge. In this paper, we will concentrate on the beam’s 

propagation in GRIN beam. 

 

2. Cross-spectral and the propagation factor of a 

HGCSM beam propagating through a GRIN fiber 

 

Figure 1: Schematic diagram of a GRIN fiber. 

 

Figure 1 shows the schematic diagram of a GRIN fiber 

with its axis of symmetry along the z axis. The dependence 

of the square of the index of refraction has a parabolic 

profile given by [6].  
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The CSD of a HGCSM beam in the source plane ( z=0 ) 

is expressed as follows 
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After tedious calculation, the spectral degree of 

coherence of a HGCSM beam in the output plane in a GRIN 

fiber is obtained as  1 2, , z    
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The propagation factors of a HGCSM beam in the GRIN 

fiber is 
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One finds from Eq. (9) that the propagation factor of a 

HGCSM beam does not depend on the parameter of the 

GRIN fiber and a propagation distance z, and is determined 

only by the initial beam parameters. 

3. Statistical properties of a HGCSM beam 

propagating in a GRIN fiber 

In the following numerical examples, the parameters of 

the beam and the fiber are set as σ0=10μm, δ0x=δ0y=4μm, 

δg=4μm, λ=632.8nm, R0=50μm, n1=1 and n0=1.016. One 

finds from Fig. 2(a) that a HGCSM beam exhibits splitting 

properties at short propagation distance in a GRIN fiber. 

After a much more transmission distance, a HGCSM beam 

exhibits combing properties. If a HGCSM beam propagates 

in the GRIN fiber unceasingly, the phenomenon will repeat. 

Fig. 2(b) show the density plot of the modulus of the 

spectral degree of coherence and the corresponding cross 

line of a HGCSM beam at several propagation distances in 

the GRIN fiber with m=n=1. It exhibits array distribution in 

the source plane and the array distribution gradually 

disappears at short propagation distance in the GRIN fiber 

and evolves into diamond distribution. Then after 

propagating a certain more distance, it exhibits array 

distribution again. If a HGCSM beam propagates in the 

GRIN fiber unceasingly, the phenomenon will repeat. 

 

 
Figure 2: Intensity distribution (a) and the modulus of the 

spectral degree of coherence and the corresponding cross 

line (b) of a HGCSM beam at several propagation distances 

in a GRIN fiber with m=n=1.  

 

4. Conclusions 

The evolution properties and the propagation factor of the 

beams in a GRIN fiber have been illustrated numerically. It 

is found that the shape of the spectral intensity exhibits 

splitting and combining properties periodically in a GRIN 

fiber and the propagation factor of a HGCSM beam does not 

depend on the parameter of the GRIN fiber and the 

propagation distance z. One can modulate the state of the 

spectral intensity of the output beam in GRIN fiber by 

varying the length of fiber and the initial beam parameters 

of a HGCSM beam. 
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Abstract 

We derive the probabilities of the signal OAM state and crosstalk 

OAM state for a Laguerre-Gaussian (LG) beam propagating 

through Kolmogorov and Non-Kolmogorov turbulence, and derive 

the accurate analytical function of the probability for the received 

OAM state modulated by an arbitrary receiver aperture. The 

analytical results show that the probability of the signal OAM state 

remains almost invariant when the radius of the receiver aperture 

varies. The probability of the crosstalk OAM state decreases with 

the decrease of the radius of a receiver aperture. Our results will be 

useful in free-space optical communications 

1. Introduction 

The vortex beams carrying orbital angular momentum 

(OAM) state are used in free space optical (FSO) 

communication and fiber optical communication to increase 

capacity and spectral efficiency [1]. In FSO communication, 

the vortex beams are inevitably disturbed by turbulent 

atmosphere [2], and then the initial OAM state induced by 

the turbulent atmosphere will be destroyed and spread to the 

neighbor OAM states [3]. Investigations on the probability 

of the receiver OAM state affected by atmospheric 

turbulence are helpful to improve FSO communication. 

Therefore the probability of the OAM state carried by 

vortex beams through turbulent atmosphere was studied in 

detail both theoretically and experimentally in [4]. Recently, 

the spiral spectrum of the OAM state of vortex beams 

induced by non-Kolmogorov turbulence was studied in [5], 

and the results showed that the probability of OAM state 

was degraded by non-Kolmogorov turbulence. 

The spot size of the beams increases when they propagate 

through free space and turbulent atmosphere [6]. Usually, 

the sizes of the elements of the optical system are limited 

and an aperture is used at the receiver plane. The OAM 

states remain mutually orthogonal when a restricted angular 

aperture is used in the received plane for the OAM 

communications [7]. In this letter, we theoretically studied 

the probability of the detected OAM state of a LG beam 

induced by Kolmogorov and Non-Kolmogorov turbulence. 

The probability of the detected OAM state is restricted by a 

receiver aperture. The accurate analytical function of the 

probability for the received OAM state is derived. Our 

results show that the receiver aperture can optimize the 

probability of neighbor OAM state for a LG beam disturbed 

by atmospheric turbulence. 

2. Probability of the received OAM state 

The electric field will be disturbed by atmospheric 

turbulence, the cumulative effect induced by turbulence 

suppose as a pure phase perturbation on the OAM beam, as 

follows [3]  
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Here  ,r  is the polar coordinates,  ,r   is the phase 

perturbation,  
0

,lR r z notes the amplitude distribution of 

the LG beam at the receiver plane and l0 is the initial 

quantum number of the incident LG beam. 

At received plane, the function of a circular aperture can 

be obtained by summing the complex Gaussian functions as 

follows 
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Here r is the polar coordinates at received plane, a 

denotes the radius of a circle aperture, At and Bt are the 

expansion and Gaussian coefficients, respectively. 

Then we obtain the probability of the detected OAM 

states affected by a circular aperture and atmospheric 

turbulence as follows  
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Here
0 0 0 or j T NT    is the spatial coherence 

length in Kolmogorov or Non-Kolmogorov turbulence, 

respectively. 

3. Numerical analysis 

 
Figure 1: Schematic of the OAM state disturbed by a 

circular receiver aperture and turbulent atmosphere. 

 

Figure 1 shows the schematic of the OAM state disturbed 

by a circular receiver aperture and turbulent atmosphere. 

From Fig. 1, there are many OAM states at the received 

plane, although the incident beam only has one OAM state. 

This phenomenon can be explained by the fact that the 

OAM state disturbed by atmospheric turbulence spreads to 

the neighbor OAM states. The initial OAM state will 

seriously spread to neighbor OAM states when atmospheric 

turbulence is strong and serious crosstalk occurs. A circular 

receiver aperture is used to filter the crosstalk.  

 

Figure 2: 3D-probability of a LG beam propagating through 

Non-Kolmogorov turbulence 

 

Figure 2 shows 3D-probability of LG beam propagating 

through Non-Kolmogorov turbulence. In the numerical 

calculation, we set the propagation distance as 1km. When 

the radius of the receiver aperture increases or the arbitrary 

parameter decreases, the probability of the OAM state with 

Δl=0 for a LG beam propagating through Non-Kolmogorov 

turbulence will increase, and the probability will remain 

unchanged when the radius of the receiver aperture increases 

further (see Fig. 2(a)). When the arbitrary parameter and the 

radius of the receiver aperture increase, the probabilities of 

the OAM states with Δl=(1, 2 and 3) will increase and the 

probability of the OAM state with Δl=0 will decrease. 

4. Conclusions 

In summary, the probability of the received OAM state of 

a LG beam induced by Kolmogorov and Non-Kolmogorov 

turbulence has been derived, and the receiver aperture has 

been used to optimize the probability of the crosstalk modes. 

Our numerical results have shown that the low probability 

of the crosstalk OAM state correspond to small radius of the 

receiver aperture. The probability of the signal OAM state 

will approach to the same value as the radius of the receiver 

aperture increases or decreases. The probability of the signal 

OAM state decreases and the probability of the crosstalk 

OAM state increase when the propagation distance and an 

arbitrary parameter increase. Our results will be useful for 

FSO communications. 
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Abstract 
Infrared star sensor provides accuracy navigation 
information to air vehicles which works in the infrared band. 
After constellation features are discussed, the idea that 
distributes stars in the local field of view to constellations is 
put forward. An optimization algorithm to establish the 
guide star catalog is proposed to achieve an evenly 
distributed guide stars. It proves that the proposed algorithm 
has the virtue of simple calculation and easy realization. 
The Boltzmann entropy of the guide star catalog drops 2 
orders of magnitude.  

1. Introduction 
Star sensors calculate the attitudes by comparing the 
observed stars with the guide stars loaded in advance in the 
vehicles and identifying them according to star pattern 
identification algorithms. The establishment of guide star 
catalog is one of the key technologies in star sensor study. In 
the infrared band, much more stars appear with the same 
limiting magnitude [1]. However, redundant guide stars will 
harass the star pattern identification and lead to the slower 
speed and lower successful identification rates [2]. 
Therefore, the guide star optimal selection is preferred [3]. 
In this paper, an optimization algorithm to build the guide 
star catalog is proposed for the infrared star sensors to 
achieve an evenly distributed guide stars based on star 
clustering. 

2. 2MASS and star distribution 
Infrared star sensors run in the atmosphere close to the 
ground. Therefore, background interference and 
atmospheric attenuation are preferred to decrease as much 
as possible in order to obtain a high signal to noise ratio of 
the star maps. Fortunately, some near-infrared windows 
which permit star signals have less attenuation support the 
development of the infrared star sensors [4]. Furthermore, 
the sky radiations become weak, and their interferences will 
be negligible in the near-infrared bands. In this paper, we 
select 2MASS as the original star source to build the guide 
star catalog. 
2MASS is the abbreviation of the Two Micron All Sky 
Survey, and stores nearly 47.1 million near-infrared stars of 
the entire sky in J, H, K bands.  

When the J band is chosen and the limiting magnitude MI is 
chosen to be 3.5, 3694 stars are left after 2MASS is 
processed by magnitude threshold. Then star sensors with 
different FOVs traveling all over the celestial sphere and 
pointing to random directions are simulated. We implement 
the statistic of the numbers of stars appearing in the FOV, 
and calculate the capture probabilities with the given 
number of stars as shown in Fig.1. Thus, according to Fig.1 
the FOV is chosen to be 12°×12°. 

0 2 4 6 8 10
0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

 Number of stars in the FOV

 C
um

ul
at

iv
e 

pr
ob

ab
ili

ty
 w

ith
 g

iv
en

 n
um

be
r o

f s
ta

rs

 

 
FOV=11  DEG
FOV=11.5DEG
FOV=12  DEG
FOV=12.5DEG

 
Figure 1: Star number cumulative probability when MI 
=3.5 in J band. 

3. Guide star catalog establishment 

The original star catalogue is filtered according to the 
magnitude threshold method which deletes stars brighter 
than the star with the limiting magnitude, and also deletes 
the binary stars and variable stars. The guide star catalog is 
optimized as follows, and illustrated in Fig.2. 

• Step 1 The optical axis of the star sensor points to (αi, δj) 
in the inertial coordinate system. Simulation of visiting 
every portion of the celestial sphere is performed by 
increasing αi and δj gradually. i and j indicate the 
portion of the celestial sphere. They are both initialized 
to 1. 

• Step 2 Stars in the current FOV are extracted. Suppose 
the total star number is N. 

• Step 3 If N ≤ Nth, all extracted stars are stored to be 
guide stars. Then i or j increases by 1, and the optical 
axis points to the next portion. Return to Step 2. 
Otherwise, go to Step 4. If the visiting is over, go to 
Step 6. 
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• Step 4 The remaining stars in the current FOV are 
clustered according to Section 3.1. Every star is 
assigned a constellation number. 

 
Figure 2: Flowing chart of guide star optimization. 

 
• Step 5 Stars in each constellation are counted. The 

constellation with the largest number of stars is chosen. 
Its star number is denoted as M. N decreases by 1. Then 
return to Step 3. If M=1, the clustering angle θ 
increases by the 1/10 of FOV, and return to step 4. 

• Step 6 The guide star catalog is built. 

4. Simulations and results 
When the limiting magnitude and FOV are selected to be 
3.5 and 12°×12° respectively in J band, there are 3694 stars 
left after the original 2MASS catalog is processed by setting 
a limiting magnitude and deleting binary stars and variable 
stars. Their distribution on the celestial sphere is shown in 
Fig.3, and the Boltzmann entropy is 0.027. After the guide 
star catalog optimization in this paper, the distribution of 
obtained guide stars is shown in Fig.5. More than 1000 stars 
are deleted and only 2351 stars are left. The Boltzmann 
entropy drops to 7.4×10-4. Therefore, the proposed 
algorithm achieves a better global uniformity. Tab.1 
presents the star number statistics in FOV. It shows that the 
maximum star number decreases to 19, and the average 
number is 8.30 after optimization. The standard deviation 
drops from 6.91 to 1.84. It proves the local uniformity 
becomes better. 
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Figure 3: Star distribution before optimization. 
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Figure 4: Star distribution after optimization. 

 

5. Conclusions 
Stars in the local FOV can be allotted into constellations by 
clustering stars when the mean shift algorithm is modified. 
The distribution of the stars will be more uniform when we 
delete one star closest to the center of the densest 
constellation. Guide star catalog optimization algorithm 
proposed in this paper achieves better local uniformity and 
better global uniformity. 

Table 1: Comparison of guide star catalog before and 
after optimization. 

Evaluation indexes Before After 
Total 3694 2351 

Maximum 59 19 
Minimum 0 0 
Average 13.25 8.30 

Standard deviation 6.91 1.84 
Boltzmann entropy 2.7×10-2 7.6×10-4  
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Abstract 

Recently, perfect optical vortex (POV) whose radius is 
independent of the topological charge have been extensively 
studied. However, POV has only a single sample mode in 
the observation plane, which is challenging to satisfy the 
requirement to form a complex structured optical field. Here, 
we report three methods to breakthrough this limitation. i. 
the controllable mode transformation in POV. ii. the 
circular/elliptic optical vortex array by the superposition of 
POVs. iii. the close-packed POV lattices with controllable 
structures. 

1. Introduction 

In 2013, Ostrovsky et al. proposed the concept of a perfect 
optical vortex (POV), where the diameter is independent of 
the TCs. After this finding, research has been performed on 
POV’s generation, verification, modulation, and applications. 
However, POV has only a single sample mode in the 
observation plane, i.e., a bright ring that has a constant 
diameter, independent of the TC. Therefore, it is challenging 
to satisfy the requirement to form a complex structured 
optical field. Versatile modes are significant for optical 
vortex beams, owing to the potentials for advanced 
applications, such as the optical cage formation, optical 
microfluidic sorting, and micro-particles regulation and 
acceleration. Therefore, it is of a key importance to realize a 
POV with multiple modes. In 2017, Mazilu et al. proposed a 
fractional POV with multiple gaps, which enriches the 
modes of POVs. Further, Kovalev et al. reported an elliptic 
perfect optical vortex (EPOV), and derived the exact 
analytical expressions for the total OAM and OAM density.  
Here, we report three methods to breakthrough this 

limitation. i. the controllable mode transformation in POV 
which realize a single POV with diverse modes. ii. the 
circular/elliptic optical vortex array by the superposition of 
concentric POVs. iii. the close-packed POV lattices with 
controllable structures. 

2. Controllable mode transformation in POV [1] 

Intuitively, if we want to change a circle to an ellipse, in 
Cartesian coordinates, we can fix one axis and stretch out 
the other axis. One can ask the following question: Can we 
obtain an elliptic perfect optical vortex (EPOV) by 

stretching the Bessel–Gauss beam to an elliptic Bessel–
Gauss beam and then apply an FT operation? In order to find 
the answer, the coordinates can be transformed as mx = 
ρcos(φ) and y = ρsin(φ), where m is a positive constant, 
called a scaling factor, and (x, y) denotes the Cartesian 
coordinates at the object plane. In this case, (ρ, φ) is a type 
of elliptic coordinate, and the polar coordinates are the 
particular case for m = 1. Via this technology, the POV 
could be transformed from circle to ellipse shown in Fig. 1 
and the eccentricity e is determined by the stretching 
parameter m. In the process of transformation, the beam in 
each mode maintains a higher mode purity (> 0.9). 

 
Fig.1 Elliptic perfect optical vortex. 

By applying a spiral phase shown in Fig. 1(b3) and (b4), 
instead of the spiral phase exp(ilφ) when generating the 
phase mask, the position and the quantity of the gap can be 
freely controlled.  

3. Circular/elliptic optical vortex array [2, 3] 

 
Fig. 2 Schematic of the circular optical vortex array. 

Based on the light principle of independent propagation and 
hybrid phase encoding method, the concentric POVs are 
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generated. Via superposition of two concentric POVs with 
ring overlap of ~36%, a freely adjustable circular optical 
vortex array with a constant topological charge of +1 or −1 
can be generated, shown in Fig. 2. The number and sign of 
the circular optical vortex array are determined by the 
topological charges of the two perfect optical vortices. 
Moreover, the radius of the circular optical vortex array is 
easily adjusted by using the cone angle of an axicon. 
Furthermore, the circular optical vortex array and multiple 
circular optical vortex array can be rotated by changing the 
initial phase difference of the perfect optical vortices on 
demand.  
Furthermore, by applying the mode transformation 

technology shown in section 2, the elliptic annular optical 
vortex array can be generated, shown in Fig. 3. The control 
proporties are similar with the circular optical vortex array.  

 
Fig. 3 Elliptic annular optical vortex array. 

4. Close-packed POV lattices [4] 

 
Fig. 4 Schematic of the close-packed POV lattices. 

To produce close-packed POV lattices with controllable 
structures, the challenge is accurately determining the 
position of each lattice element and simultaneously ensuring 
the compact arrangement. To solve this problem, we borrow 
the crystal lattice theory and close-packed arrangement 
concept from solid-state physics, considering each 
individual optical vortex element as a Bravais net. As 
demonstrated in Fig. 4, there are two typical close-packed 
arrangements: the square close-packed arrangement shown 
as Route I and the most close-packed arrangement shown as 
Routes II and III. The lattice coordinates and corresponding 
matrix L are shown in Fig. 4(b), which is obtained via 
permutations with repetition of the integers. The Cartesian 
coordinates are deduced using the formula S = L × T, where 
T is the transformation matrix. And then the close-packed 
POV lattices could be generated via global hybrid phase 
mask which is designed by the superposition of a series of 

phase masks with different phase-shift amounts obtained by 
S at the object plane according to the principle of 
independence of light propagation. Furthermore, the 
different structures can be obtained via some logic-
operation (including “AND”, “OR”, and “NOT”), shown in 
Fig. 5. 

 
Fig. 5 More complex close-packed POV lattices with 
controlled structures: (a) fractional hexagonal lattice with 
multi-gaps, (b) hollow rhombus-shaped lattice, (c) 
“Olympic rings”-shaped lattice, (d) honeycomb-shaped 
lattice, and (e) hollow hexagram-shaped lattice. 

5. Conclusions 

We reported three methods and obtained three kinds of 
beams to overcome the drawback of the single mode 
distributions of POV. Firstly, the elliptic perfect optical 
vortex was generated via mode transformation. Secondly, 
the controllable circular/elliptic optical vortex array by the 
superposition of concentric POVs. Thirdly, close-packed 
arrangement OVLs with controllable structures by 
borrowing the crystal lattice theory. These works 
demonstrate some complex structured optical fields, which 
is of significance for applications such as optical tweezers, 
micro-particle manipulation, and optical imaging. 
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Abstract 
Optical choppers with rotational disks, in their classical 

configuration, with windows with linear margins were 

studied, for top-hat laser beam. Disks with windows with 

non-linear margins (e.g., circular or elliptic) were 

introduced and patented by our group. They were named 

‘eclipse’ choppers, because of the way the beam section is 

obscured by the disk. Their modulation functions (of the 

transmitted light flux) were deduced and compared with 

those of classical choppers. Because of chop frequency 

limitations of disk choppers, we also introduced (patent 
pending) choppers with rotational shafts. They are 

presented, with their main optical characteristics. A multi-

parameter analysis was carried out for each type of chopper, 

with regard to their constructive characteristics.  

1. Introduction 
Optical choppers are light modulators utilized in a wide 

range of applications, from lasers to radiometry, telescopes, 

spectral and biomedical apparatuses [1]. Choppers are 

employed mainly for light attenuation or for generating 

light (usually laser) impulses [2]. In photonic systems, they 

are almost as used as other basic components, such as 

lenses, mirrors, or filters. A brief overview of our 

contributions made in the last decade are presented in the 

following, structured on the three main research paths we 
have approached on this topic. 

2. Classical choppers 
This is the most common chopper configuration, which 

have rotational disks with windows with linear margins – 
Fig. 1(a). We developed their multi-parameter analysis 

[3,4], taking into account all the possible relationships 

between the angular width α of a window and the angular 

aperture 2δ of the laser beam. 

The functions of the transmitted flux Φ was determined 

for top-hat (incident) laser beams (i.e., with a constant 

intensity over the entire beam section) with a ΦS incident 

flux. Three main cases were approached [3]:  

(i) large wings (with the angle of a wing γ > 2δ), which 

can cover completely the beam section in the disk plane. If 

the beam is considered perfectly focused in this plane, than 
the output signal has rectangular impulses. In reality, the 

radius r of the beam section is finite therefore the light 

impulses produced have the profile shown in Fig. 2.  

(ii) a single wing is positioned at every moment in front 

of the beam section (for γ < 2δ < α). In this case the output 

signal does not reach zero values; it reaches just minimum 
values corresponding to the moment when the wing passes 

through the central part of the beam section.  

(iii) two or more wings pass simultaneously through the 

beam section. A summation of the obscured parts of the 

beam is extracted from the laser signal. The output signal 

has an approximately sinusoidal shape, with minimum and 

maximum values, as described in [3]. 

 

  
Figure 1: Optical choppers with rotational disks: (a) 

classical; eclipse, with outward (b) and inward (c) 
margins [3,4,6,7]. 

 
Figure 2: Transmission function of classical choppers 

for a single wing in the beam section – case (i) [3,4]. 
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All the above cases are based on the assumption that the 
beam section enters entirely in the chopper window, i.e. 2r 

< R2 – R1, where the latter represents the radial width of a 

window. One may consider the beam section cut in part by 

the window, which complicates the discussion, as 

approached in [5]. 

3. Eclipse choppers 
These devices are a novel configuration of disk choppers 

that, to our knowledge, we have introduced [6] and patented 

[7]. They have non-linear margins of the windows, oriented 

outward – Fig. 1(b) or inward – Fig. 1(c). The name 

proposed is based on how the beam section is obscured by 

the window margin, similar to a planetary eclipse. For semi-

circular margins of radius ρ - Fig. 1(b, c) - and for top-hat 
laser beams, such choppers produce laser impulses that are 

approximately triangular, i.e. with more linear transition 

portions of the impulses than in the case of classical 

choppers. The undesired portion of small energy transfer in 

the beginning of a laser impulse in Fig. 2(b) is thus avoided. 

The radius ρ (in general, the non-linear shape of a window 

margin) introduces another degree of freedom in the design 

of these choppers, to obtain a required profile of impulses. 

For ρ →∞, the particular case of classical choppers is 

obtained; eclipse choppers are their general configuration.  

4. Choppers with shafts 
Regardless of their configuration, choppers with disks are 

severely limited in term of chop frequency f – which 

corresponds to the frequency of the laser impulses 

produced. Macro-choppers have a maximum f of 10 kHz, 
but vibrations already occur from f equals 3 kHz. This issue 

has been tackled by developing Micro-Electro-Mechanical 

Systems (MEMS) choppers, usually with oscillatory, 

resonant elements [8]. We developed, for the first time to 

our knowledge, another solution, of macro-choppers with 

rotational shafts of different shapes (cylindrical, conical, or 

spherical) and with slits of different profiles [9]. Examples 

of choppers with shafts are shown in Fig. 3.  

 
Figure 3: Optical choppers with rotational shafts [9]: (a) 

cylindrical with slits; (b) spherical with holes. 

Notations: 1, shaft; 2, slit; 3, incident laser beam; 4, 

emergent laser beam; 5, slot or hole; 6, bearings; 7, 8, 
cage.  

A Finite Element Analysis (FEA) is necessary and we 
developed it to assess the structural integrity and the 

deformation level of the shaft of high rotational frequency, 

of up to 54 krpm, as utilized in polygon mirror-baser 

scanners, for example [10]. 

5. Conclusions 
The three main directions of research in optical choppers in 

our group was reviewed. Current work includes design 

programs for the different types of choppers. Other types of 

laser beams, Gaussian or Bessel, are another topic on 

interest. An insight in these aspects concludes the 

presentation. 
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Abstract 

We present an energy efficient XG-PON employing the 

synchronized watchful sleep mechanism. This sleep mode is 

combined with the available IACG DBA scheme to 

investigate the upstream delay for all traffic classes while 
utilizing the bandwidth resources efficiently. The sleep 

mechanism enables OLT to identify every state of ONUs 

and consequently only active ONUs have downstream 

transmission. We compare our simulation with CSM and 

observe improvements in upstream delays of the network. 

1. Introduction 

Various records have showed that, energy demand is 

continuously increasing year by year. According to the 

International Energy Agency (IEA), through the key world 

energy statistics, the global energy production and 

consumption is having a gradual increase from 1973-2015 

[1]. One of the major consumers is the ICT sector, which 

requiring operating power, approximately 7% from the 

global electricity [2]. The currently developed 10-Gigabit 

PON (XG-PON) is 10 Gbps downstream while the Next-
Generation PON (NG-PON) is planned for higher capacity 

in providing the access to an increasing number of network 

users. Referring to latest ITU statistics reported by 2016, the 

individuals using the internet have risen by 46% with 13.1 % 

increase in fixed broadband and 52.2 % increase in mobile 

service subscriptions [3].  

 

As the global warming becomes the worlds’ concern, the 

responsibility must be taken by all-hands to preserve the 

nature for our sustainable future living. Current record states 

that, ICT sectors contribute to 2% of global CO2 emission 
and surprisingly in the newest headlines, this figure would 

be 14% in 2040 if no improvement is done [4]. Thus, as the 

global electricity consumption is becoming the major 

concern, the International Telecommunication Union (ITU-

T) has started working on the Gigabit-PON (GPON) power 

saving mechanism earlier and have published the ITU-T 

Series-G Supplement 45 “G-PON power conservation” in 

2009 [5]. The four basic power saving methods that have 

been standardized in the specification are: power shedding, 

dozing, deep sleep and cyclic sleep. In 2015, the watchful 

sleep mode has been included in the XG-PON standard 

which simplify and able to emulates the mechanism of 

cyclic and doze modes [6]. However, these 

recommendations leave the decision to the network 

operators and researchers to implement the chosen saving 

method. Applying the power saving mechanism in ONU is 

essential since ONU in the access network takes the most 

percentage from the total power in telecommunication, 

followed by the IP core devices, Ethernet Aggregators (EA) 

and Optical Line Terminator (OLT) [7]. However, OLT as 

the network controller is also responsible for managing 

Optical Network Units (ONU) with this sleep activity 
especially when related to resource allocations.  

 

2. The synchronized watchful sleep mode 

The watchful sleep mode at the ONU is operated based on 

four power management states: Active held (AH), Active 

free (AF), Watch Sleep Aware (WA) and Watch as shown 

in Figure 1 [8]. The first two states constitute the active 

phase, and the latter two states comprise the power saving 

phase of an ONU. Watch state consist of Asleep and Listen 

interval. Asleep is full low power mode (Both Tx/Rx OFF). 

In Listen, the ONU regularly turns ON and OFF the 

receiver to check for any wake-up indicators. During 

Asleep, the ONU kept the incoming data in its buffer queue. 

Based on this queue status contained in Status Reports (SR) 

sent from ONU to OLT regularly, OLT will decide the 
allocation length to each ONU as practiced by the DBA 

scheme. In cyclic sleep mode (CSM), there are also four 

power states and the difference between watchful is it 

replaces Watch with Asleep state. In synchronized watchful 

sleep, the OLT learns every state of watchful sleep ONUs 

and consequently improve scheduling mechanism with aid 

of DBA. The IACG [9], [10] is a simple DBA scheme 

compared to other DBA schemes due to its extra remaining 

unassigned bandwidth (RBW) assignment phase at the end 

of each DBA cycle termed as Colorless Grant. 
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Figure 1: Watchful sleep state diagram for ONU 

 

3. Performance evaluation 

The simulation study was conducted using our simulation 

testbed developed in OMNET++ also used in our earlier 

PON studies [11]–[13]. This study comprised of a single 

OLT connected to total 16 ONUs through a passive optical 

splitter at a distance of 20 km. For simplicity, only one host 

and one user are configured per ONU. The downstream is 

varied from 0.1 to 0.7 network load corresponding to 15 
Mbps to 350 Mbps per ONU with US load always being 

one fourth of DS, as in [14]. For traffic frame generation, 

we used the Broadcom CATV upstream and downstream 

frame distribution of [15]. The key parameters used in the 

simulation are listed in Table 1. 

 

Table 1 Simulation parameters 

 

 

 

Figure 2: Average upstream delay for T1, T2, T3 and T4 for 

synchronized watchful and cyclic sleep mode 

 

 

Figure 3: Overall average upstream delay for synchronized 

watchful and cyclic sleep mode  

 

Based on Figure 2 and 3, the performance of average 

upstream delay for T2, T3 and T4 with synchronized 

watchful sleep outperforms CSM as the downstream rate 

increases. At lower downstream rate, synchronized watchful 

sleep has 35% lower delay compared to CSM. This proves 

that the suggested mechanism can improve performance 

while conserving energy of a XG-PON. However, for T1, 
the performance of upstream delay is better when 

downstream rate is lower which is in between 15 – 100 

Mbps. 

4. Conclusions 

In this work, we have studied the synchronized watchful 

sleep technique and compare the performance with CSM. 

An existing reported dynamic bandwidth assignment scheme 

Parameter Values / Details 

PAH, PAF, PWA 100% 

PW 5% 

ONU - OLT Line 

Rate 
200 Mbps 

RTT 200 us 

US / DS Line 

Rates 
2.5Gbps / 10Gbps 

Downstream rate 

(λDS) 
15 Mbps to 350 Mbps per ONU. 

Upstream rate 

(ΛUS) 
λDS/4 
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was used and all the traffic classes T1 to T4, defined by ITU 

were considered. A Poisson distributed traffic generator with 

exponentially varying inter-arrival times was used to inject 

the traffic frames in the network. The simulation results 

show that upstream delay for T2,T3 and T4 applying 

synchronized watchful gives better performance as 

compared to CSM and also below the recommended delay 

which is 56ms. In future, we will study the impact of 

synchronized watchful sleep with different DBA scheme. 

Acknowledgements 

The authors acknowledge the financial support from 

Ministry of Education, Malaysia and the administration of 

the University of Technology Malaysia (UTM) for this 
research through FRGS Fund vot number 4F961. 

References 

[1] G. S. Lakshmi, G. S. Rathore, R. Sharma, A. Anand, 

S. Sharma, and A. S. Hada, “Energy Statistics,” p. 
121, 2017. 

[2] M. Avgerinou, P. Bertoldi, and L. Castellazzi, 

“Trends in Data Centre Energy Consumption under 

the European Code of Conduct for Data Centre 

Energy Efficiency,” Energies, vol. 10, no. 10, 2017. 

[3] “ICT Facts and Figures 2017.” [Online]. Available: 

https://www.itu.int/en/ITU-

D/Statistics/Pages/facts/default.aspx. [Accessed: 30-

May-2019]. 

[4] “‘Tsunami of data’ could consume one fifth of 

global electricity by 2025 | Environment | The 
Guardian.” [Online]. Available: 

https://www.theguardian.com/environment/2017/dec

/11/tsunami-of-data-could-consume-fifth-global-

electricity-by-2025. [Accessed: 01-Nov-2018]. 

[5] G 987, “ITU-T SERIES G: TRANSMISSION 

SYSTEMS AND MEDIA, DIGITAL SYSTEMS 

AND NETWORKS Digital sections and digital line 

system – Optical line systems for local and access 

networks 10 Gigabit-capable passive optical 

networks (XG-PON): Reach extension,” 2012. 

[6] 987.1 ITU-T Recomendation, “10-Gigabit-capable 

passive optical network (XG-PON) systems: 
Definitions, abbreviations and acronyms,” ITU-T 

Recomm. G.987, pp. 1–19, 2012. 

[7] A. Otaka, “Power saving ad-hoc Report,” Contrib. 

to IEEE P802.3av Task Force, pp. 1–7, 2008. 

[8] A. M. Zin, S. M. Idrus, N. A. Ismail, A. Ramli, and 

R. A. Butt, “Energy Efficient Performance 

Evaluation of XG-PON for Sustainable Green 

Communication Infrastructure,” Prog. Electromagn. 

Res. Symp., vol. 2018-Augus, pp. 950–955, 2018. 

[9] M.-S. Han, “Dynamic bandwidth allocation with 

high utilization for XG-PON,” 16th Int. Conf. Adv. 
Commun. Technol., pp. 994–997, 2014. 

[10] M.-S. Han, H. Yoo, B.-Y. Yoon, B. Kim, and J.-S. 

Koh, “Efficient dynamic bandwidth allocation for 

FSAN-compliant GPON,” J. Opt. Netw., vol. 7, no. 

8, p. 783, Aug. 2008. 

[11] R. A. Butt, S. M. Idrus, N. Zulkifli, and M. Waqar 

Ashraf, “Comprehensive bandwidth utilization and 

polling mechanism for XGPON,” Int. J. Commun. 

Syst., vol. 31, no. 3, 2018. 

[12] R. Aslam Butt, S. Mahdaliza Idrus, K. Naseer 

Qureshi, P. M. A. Shah, and N. Zulkifli, “An energy 

efficient cyclic sleep control framework for ITU 

PONs,” Opt. Switch. Netw., vol. 27, no. January 

2017, pp. 7–17, 2018. 

[13] R. A. Butt, S. M. Idrus, S. Rehman, P. M. A. Shah, 
and N. Zulkifli, “Comprehensive Polling and 

Scheduling Mechanism for Long Reach Gigabit 

Passive Optical Network,” J. Opt. Commun., 2017. 

[14] R. O. C. Hirafuji, K. B. Cunha, D. R. Campelo, A. 

R. Dhaini, and D. A. Khotimsky, “The Watchful 

Sleep Mode : A New Standard for Energy Efficiency 

in Future Access Networks,” IEEE Commun. Mag., 

vol. 58, no. 3, pp. 150–157, 2015. 

[15] G. Kramer, B. Mukherjee, and A. Maislos, Ethernet 

Passive Optical Network (EPON)., 1st ed. New 

York, USA: McGraw-Hill Education, 2005. 
 



 

Metasurface Empowered Wide-Angle Fourier Lens 

Shuqi Chen*, Wenwei Liu, and Jianguo Tian 

The Key Laboratory of Weak Light Nonlinear Photonics, Ministry of Education, School of Physics and TEDA 
Institute of Applied Physics, Nankai University, Tianjin 300071, China  

*E-mail: schen@nankai.edu.cn 

Abstract 
Fourier optics, the principle of using Fourier Transformation to understand the functionalities of optical elements, 
lies at the heart of modern optics, and has been widely applied to optical information processing, imaging, 
holography etc. Here, we experimentally demonstrate a dielectric metasurface consisting of high−aspect−ratio silicon 
waveguide array, which is capable of performing Fourier transform for a large incident angle range and a broad 
operating bandwidth. Thus our device significantly expands the operational Fourier space, benefitting from the large 
numerical aperture, and negligible angular dispersion at large incident angles. Our Fourier metasurface will not only 
facilitate efficient manipulation of spatial spectrum of free-space optical wavefront, but also be readily integrated 
into micro-optical platforms due to its compact size. 
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Abstract 
Outdoor imaging devices usually produce degraded images 
with low contrast, bad clearness and color distortion when 
they are disturbed by fog. It becomes difficult for the 
outdoor visual systems to detect and identify objects 
efficiently. Algorithms of removing fog from single images 
provide a useful solution. The dual tree complex wavelet 
transform (DTCWT) has advantages superior to the 
conventional wavelet transform. The characteristics of sub-
band coefficients of DTCWT were analyzed. A DTCWT 
based algorithm to removing fog from the single images 
was proposed which optimizes sub-band coefficients 
according to the frequency relationships between scenery 
and fog in the images. Its detailed procedures were 
described. Some experiments were performed to verify the 
algorithm. It proves that the proposed algorithm achieves 
satisfactory results and is better than the dark channel prior 
and Retinex.  

1. Introduction 
The contrast and visibility tends to be degenerated by fog. 
Heavy fog brings great troubles to traffic and probably 
causes serious accidents [1]. Vehicles such as cars, buses 
and planes are expected to keep safe if some visual systems 
are loaded to enhance the images in the field of view when 
they are running in the fog. The technology on removing fog 
from single images by digital image processing attracts 
increasing interests in the recent decades [2]. Matan Sulami 
et al. developed a method for recovering the atmospheric 
light vector in hazy scenes and obtained a more successful 
recovery[3]. Raanan Fattal presented a method to estimate 
the optical transmission to increase scene visibility and 
improve the fog-free scene contrasts[4]. 
The dual tree complex wavelet transformation (DTCWT) 
has the prominent properties including improved angular 
resolution, approximate shift invariance and perfect 
reconstruction superior to the conventional wavelet 
transform. It is expected to divide information more 
accurately and reconstruct images with fewer losses. Hu et 
al proposed the algorithm which combines a dual tree 
complex wavelet transform with domain adaptation transfer 
least square support vector regression to remove cloud and 
fog[5]. In this paper, we propose a DTCWT based algorithm 
to optimize coefficients of sub-bands at high levels and at 

low levels respectively to remove fog from single images. It 
proves that the proposed algorithm achieves satisfactory 
results and is better than the wavelet transform processing 
and Retenix. 
The remainder of this paper is organized as follows. In 
Section 2 the fundamental principle of DTCWT was 
reviewed. In Section 3, a novel DTCWT based algorithm to 
remove fog from single remote sensing images was 
proposed by analyzing the characteristics of sub-band 
coefficients of DTCWT. Procedures to optimize sub-band 
coefficients were described in detail. The processing steps 
were presented completely. In Section 4 some experiments 
were carried out to validate the proposed algorithm. Their 
results were compared and analyzed. Finally in Section 5 
some important conclusions were drawn. 

2. Dual tree complex wavelet transform 
According to Kingsbury, the complex scaling function and 
the complex wavelet function in 1 dimension are defined as 

 )()()( tjtt gh
c ϕϕϕ +=   (1) 

and  )()()( tjtt gh
c φφφ +=     (2) 

where j is the imaginary unit, and )(thφ  and )(tgφ  should 
be designed to be the Hilbert transform of each other 
approximately in order to achieve the prominent features of 
DTCWT. The real parts use a filter bank different from that 
of the imagery parts in Eq.(1) and Eq.(2). We call them real 
filter bank and imaginary filter bank. Suppose the analytical 
filters of the real filter bank are denoted as H0 and H1, and 
those of the imaginary filter bank are G0 and G1. The 
subscript 1 represents high pass filter and 0 represents low 
pass filter. 
DTCWT can be implemented by carrying out the real 
wavelet transformations in a real tree and an imaginary tree 
respectively [6]. As for 2-D DTCWT, the relative sub-bands 
of two trees such as the horizontal, vertical and diagonal 
detailed coefficients perform addition and subtraction 
operations respectively to produce six directional sub-bands 
at each level.  Their orientations of these sub-bands are 75
°,15°,-45°,-75°,-15° and 45° respectively. 
When an image is decomposed into n levels by DTCWT, we 
obtain high-frequency sub-bands at each level and low-
frequency sub-bands at last level which is similar to the 2-D 
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real wavelet transform. The sub-bands at low levels have 
higher frequencies than those at high levels. 

3. Fog removal from single images 

3.1. Basic scheme 

In images disturbed by fog, the fog has lower frequencies 
than the scenery. Therefore, we decompose the original 
image to n levels by DTCWT and select an appropriate 
integer l from 1 to n to separate fog from scenery in high 
frequency sub-bands according to their frequency 
relationships. Fog should be allotted to the high-level high 
frequency sub-bands and low frequency sub-band as more as 
possible. Then, fog removal will be achieved by processing 
these sub-bands. At the same time, low-level high frequency 
sub-bands are enhanced to sharpen the scenery and weaken 
the residual fog.  
Furthermore, the fog is usually distributed uniformly in the 
images. The fog information has very low frequencies, and 
is mainly located in the low-frequency sub-band. Therefore, 
our basic scheme of fog removal is process the high-
frequency sub-bands at low levels and low-frequency sub-
band. Their coefficients are optimized. And the high-
frequency sub-bands at high levels are unchanged. 

3.2. High frequency sub-band enhancement 

The guided filter proposed by He Kaiming performs as an 
edge-preserving smoothing operator. When it is modified as 
Eq.(3), a sharpening filter is obtained which enhances the 
detailed image information and preserves the approximated 
information. 

)}],({),([)},({),( yxIGyxIkyxIGyxJ −×+=  (3) 

where I is the input image, and J is the output image. G{} 
stands for the guided filtering. k should be larger than 1 in 
order to strengthen information with high frequencies.  
Since the scenery distributes mainly in the high-frequency 
sub-bands at low levels, we process their coefficients 
according to Eq.(3) to strengthen the scenery. At the same 
time, the residual fog in those sub-bands will also be 
weakened when the contrast is improved.  

3.3. Sub-band coefficient optimization 

The atmosphere transmission theory indicates that the 
imaging degradation process disturbed by fog can be 
described as  

 J(x,y)=I(x,y)×t(x,y)+A×(1-t(x,y)) (4) 

where J is the degradation image, and I is the fog free image. 
t stands for the atmosphere transmission coefficient. A is the 
global atmospheric light which has three elements 
corresponding to three color channels.  
The dark channel prior proposed by He Kaiming in 2009 
pointes out the most pixels representing scenery in fog-free 
outdoor images have at least one color channel whose gray 
value is close to 0. Therefore, the dark channel of the image 
I can be assumed to be 0. When we calculate the dark 
channels of all images in Eq.(4), we obtain the atmosphere 

transmission coefficient among the neighborhood Ω 
centering at (x,y) is  

 ]}),([min{min1)(
c)(},,{ A

jiJx,yt
c

i,jbgrc Ω∈∈
−=  (5) 

where c stands for one of the r, g and b channels.  
Then, based on Eq.(4) the image I can be deduced as 

 A
t,tmax

AJI +
−

=
)( 0

 (6) 

where t0 is the threshold value in order to acquire a better 
result. 
High frequency sub-bands at low levers represent mainly 
scenery. After they are processed by guide filtering, the 
residual fog is rare. On the contray, the low frequency sub-
band has most of the fog. Thus, according to Eq.(6), the 
correspoding scenry in these sub-band will be improved and 
the contained fog can be decreased significantly. Therefore, 
their coefficients are optimized. 

3.4. Fog removal algorithm description 

Fog removal algorithm proposed in this paper is as shown in 
Fig.1 where the numbers 1 to 6 stand for the six directional 
sub-bands. 

 
Figure 1: Flowing chart of fog removal algorithm 

 
(1) The original image is decomposed to n levels by 
DTCWT. An integer l is chosen to separate the clouds from 
the scenery as far as possible. Suppose the pixel numbers 
along the column and the row of the image are M and N 
respectively, and then based on the theory of the DTCWT n 
is determined as 

 2)],min([log 2 −= NMfloorn  (7) 

where floor is the function to calculate the nearest integer 
less than the number in the bracket. 

(2) Process the low-level high frequency sub-bands in every 
direction and at each level. Each sub-band at 1 to l levels is 
processed according to Eq.(3). 
(3) Low frequency sub-band and the processed sub-bands 
from Step (2) are combined together, and their coefficients 
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are optimized according to Eq.(6) before their combination 
is reconstructed by the inverse DTCWT.  
(4) High-level high frequency sub-bands are reconstructed 
by the inverse DTCWT, and are added to the results from (3) 
to produce the final output image. 

4. Experiments and results 
Choose two original images as shown in Fig.2 in our 
experiments. These images have 512×512 pixels both. 
Therefore, their DTCWT decomposition levels are both 7. 
Fig.2(a) is an image contaminated by a little thick fog. The 
buildings far away are much vaguer than the front figures 
and trees. They can not be distinguished easily. Fig.2(b) is a 
remote sensing image captured from a plane which is 
covered by thin fog. It looks to be bleached.  
After they are processed according to the proposed 
algorithm, we obtain Fig.3(a) and Fig.3(c) respectively. The 
images become clear. Their details are sharpened at length. 
In Fig.3(a) all the scenery is improved although the image 
becomes a little dark. Since the fog appears bright, fog 
removal will darken the image. Fig.3(c) provides a very 
clear ground. The results prove the proposed algorithm is 
satisfactory. 
Fig.3(b) and Fig.3(d) are obtained according to Retinex[7] 
which needs further improvement. Although the images are 
recovered in some degrees, the residual fog remains. 
Further, based on the dark channel prior we process Fig.3(a) 
and Fig.3(c) and obtain Fig.3(e) and Fig.3(f) respectively. It 
illustrates that the dark channel prior achieves a good fog 
removal effect. However, the details are still expected to be 
enhanced.  
 

    
(a)                                   (b) 

Figure 2: Original images 
 
The average brightness, the standard deviation, the entropy 
and the local phase coherence are used to evaluate the 
results above. When the images are processed by the fog 
removal algorithm, the average brightness will reduce, the 
standard deviation will increase. Larger entropy implies 
more information will be contained in the images. The 
normal value of the local phase coherence is less than 1, and 
greater values stands for better details. They are abbreviated 
to be B, S, E and LPC. Their values of the results in Fig.3 
are presented in Table 1 where DCP is the abbreviation of 
the dark channel prior. It shows that the proposed algorithm 
based on DTCTWT has less average brightness than 
Retinex and the dark channel prior. As for Fig.2(a) , the 
proposed algorithm acquires better standard deviation and 

local phase coherence. In processing Fig.2(b), it has better 
entropy and local phase coherence. Therefore, the proposed 
algorithm based on DTCTWT achieves satisfactory results. 
 

    
(a)                                   (b) 

    
(c)                                   (d) 

    
(e)                                   (f) 

Figure 3: Processing results 
 
 

Table 1: Index comparison between algorithms. 
Fig.2 Approach B S E LPC 

Origin 127.06 51.02 5.98 0.8100 
DTCWT 17.32 63.59 5.56 0.9476 
Retinex 128.73 61.12 5.42 0.9207 

(a) 

DCP 63.73 60.30 6.41 0.9175 
Origin 155.46 26.08 3.23 0.8835 
DTCWT 62.69 44.85 7.59 0.9423 
Retinex 128.73 61.12 5.42 0.9207 

(b) 

DCP 112.73 48.88 6.68 0.9193 
 

 

5. Conclusions 
Fog removal from single images by image processing can 
recover the clear scenery efficiently. Fog has lower 
frequencies than the scenery in the images disturbed by fog. 
Images will be decomposed to produce six directional sub-
bands by 2-D DTCWT once. Sub-bands at low levels have 
higher frequencies than those at high levels after the image 
is decomposed by 2-D DTCWT with multiple levels. 
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Setting a number will separates fog from scenery and 
distributes them to high frequency sub-bands at high levels 
and those at low levels. The guided filtering is helpful to 
enhance the scenery information. Fog removal is 
satisfactory by implementing the DTCWT based algorithm 
by optimizing the coefficients. 
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Abstract 

This paper describes a hybrid simulation method devoted to 

quick design and simulation of transmit-array antennas 

operating in the Ka band. The simulated radiation patterns 

of a 30 dBi gain discrete lens antenna [1] computed with 

this simulator will be compared with full-wave simulations 

and measurements [2]. 

1. Introduction 

Many applications nowadays use beam-reconfigurable 

antenna commands that provide fast and accurate beam-

steering. Currently, the applications are mainly related to 

the space sector, from L-band to Ka-band, short-range and 

high-rate communication systems in V and W bands, radar 

and driving assistance. To meet these needs, the solution 

investigated by several authors is the use of planar arrays in 

transmission (transmit-arrays) [3, 4]. 

A transmit-array antenna consists of two arrays of radiating 

elements illuminated by a focal source. The two arrays are 

interconnected by intermediate circuits which serve to 

modify the phase quantization and the amplitude of the wave 

and thus to control the direction and the shape of the antenna 

radiation pattern. This lens can be moved along one 

direction (x) and the primary source is placed on one side of 

the lens (Figure 1). 

The focal source illuminates the first array with a spherical 

wave front that will be reradiated by the second array with a 

plane wave front. The direction α(a) of the wave depends on 

the position of the source with respect to the array [1]. 

A hybrid analytical tool has been developed for a quick 

design and computation of the performance of transmit-

arrays. First the electromagnetic characteristics of the 

elementary cell and the focal source are obtained with 

commercial software (such as Ansoft HFSS, CST MWS or 

FEKO for example). The complex radiation pattern of the 

focal source is first used to determine the electric field  

 

distribution illuminating the receive antennas array (Rx). 

The complex radiation patterns and S-parameters of each 

elementary cell are then used to evaluate the radiation 

performances of the transmit-array.  

The simulator is also of interest to study the impacts of the 

different design parameters (focal length, cells size, phase 

quantization ...) on the transmit-array performances 

(directivity, gain, side lobes level, beam steering ...). 

2. Equations governing the simulator 

The main challenge of the transmit-array design is the 

ability to generate the appropriate phase-shift for each unit 

cell in order to transform the incoming spherical wave 

radiated by the focal source into a plane wave on the free-

space side. The objective is to generate a given phase 

gradient depending on the main beam direction. 

2.1. Perfect quantization 

Consider a generic unit cells array illuminated by a focal 

source placed at (0, 0, -F) where F is the focal distance.  The 

phase distribution of the incident electric field on the receive 

array is given by: 

𝛷𝑖𝑛𝑐(𝑥, 𝑦) =  −𝑘0√(𝑥 − 𝑎)2 + 𝑦2 + 𝐹2 (Eq. 1) 

where 𝑎 represents the shifting distance of the focal source 

along the x axis. The transmit-array is designed so as to 

introduce the required phase correction 𝛷𝑙𝑒𝑛𝑠(𝑥, 𝑦) to 

transform the spherical phase front into a plane wave front. 

The phase correction provided by the lens is then defined 

by: 

𝛷𝑙𝑒𝑛𝑠(𝑥, 𝑦) = 𝑘0√𝑥2 + 𝑦2 + 𝐹2 − 𝑘0 𝑥 𝑠𝑖𝑛(𝛼0) (Eq. 2) 

The phase distribution in the second array level (free space 

side) is given by: 

𝛷𝑜𝑢𝑡(𝑥, 𝑦) =  𝛷𝑖𝑛𝑐(𝑥, 𝑦) + 𝛷𝑙𝑒𝑛𝑠(𝑥, 𝑦) 

(Eq. 3) 𝛷𝑜𝑢𝑡(𝑥, 𝑦) =  −𝑘0√(𝑥 − 𝑎)2 + 𝑦2 + 𝐹2 

+𝑘0√𝑥2 + 𝑦2 + 𝐹2 − 𝑘0 𝑥 sin(𝛼0) 

For the central position 𝑎 = 0 (reference point), the phase of 

the reradiated wave is: 

𝛷𝑜𝑢𝑡(𝑥, 𝑦) = −𝑘0 𝑥 sin(𝛼0) (Eq. 4) 

This phase corresponds to a α0-orientation of the beam in 

elevation as desired. 

𝛷𝑙𝑒𝑛𝑠(𝑥, 𝑦) defines the perfect compensation, but in reality it 

is very complex to realize it.  In order to simplify the design 

process, it is recommended to get the optimal compromise 

between the phase quantization and the transmit-array 

performances. 

 
Figure 1: Principle of a transmit-array in transmit mode 
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2.2. N-bit quantization 

The principle of this compensation is to provide the 

elementary cells with a number of phase states allowing 

them to create a more or less precise phase shift as a 

function of the number N of bits chosen [5]. 

The link in terms of number of bits, phase states (PE) and 

phase shift is given in the table below.  

For this case, a maximum range between 0° and 360° and a 

variable k which is a natural integer between 0 and 2N -1 

have been chosen. 

 

Table 1:  Link between the number of bits, phase states and 

phase shifts 

N number 

of bits 

Number 

of PE 

Phase shifts 

N ∈ ℕ* 2N 

 
1 2 0° - 180° 
2 4 0° - 90° - 180° - 270° 
3 8 0° - 45° - 90° - 135° - 180° - 

225 ° - 270° - 315° 

3. Effects of the overall system 
This tool is better adapted for a periodic array and it allows 

to evaluate the radiation in free space side, that is, in the red 

area of the figure 2, when θ ∈ [- 90°; 90°]. Outside this 

range, it is a reflect-array effect instead of a transmit-array. 

 

 
 

 
Figure 2: Different effects of the overall system 

4. Simulation of a 30 GHz lens antenna [1]  
The full wave simulation of the Fresnel lens presented in [1] 

requires considerable computation effort. Indeed, the lens is 

composed by 77 columns and 57 rows of unit cells of in-

plane width P=2.5 mm. The dimensions of the lens is 192.5 

mm x 142.5 mm (19.25λ x 14.25λ at 30 GHz) corresponding 

to a maximum directivity of 35.4 dBi and the 

electromagnetic problem to be solved is non-periodic. 

The single band lens we would like to calculate with the 

hybrid analytical tool is composed of 4389 phase-shifting 

cells chosen among 63 different constitutive unit cells. 

These unit cells are composed by five metallized layers of 

concentric squared patches on four substrate layers of 

Rogers Duroid 5880 (εr=2.2 and tan δ = 0.0009). The 

periodic simulation methods are therefore unusable here, 

whereas conventional full wave simulators require very 

important computing times and RAM memory.  

 

Figure 3: Single band 30 dBi lens antenna [1] 

(DOI:10.1109/TAP.2015.2484419) 
The lens is illuminated with a standard 14.5 dBi horn 

antenna oriented such that the E-field is parallel to the 

shortest side of the horn. The horn is positioned at the focal 

distance F=100 mm below the lens and the analysis is done 

at 30 GHz (Figure 3). The 30 dBi full lens problem 

including the horn source is calculated with the hybrid tool. 

The gain diagrams obtained are considered acceptable 

compared to measurements, and simulations using CST 

MWS (Finite Difference Time Domain solver), ANSYS 

HFSS (Finite Element solver) and ONERA FACTOPO 

(Finite Element Tearing and Interconnecting solver) 

softwares [6] (Figure 4). Indeed, the main lobe position and 

level is well captured by all the methods but the hybrid tool 

does not take into account the lens’s edges diffractions 

which induce very low side lobes (corresponding to grazing 

incidences). 

 

 

 

 

 

 
 

 

Figure 4: Measured and simulated gain radiation patterns with a 

centered horn source 

5. Conclusions 
The hybrid simulator developed in this study calculates 

efficiently the performances of transmit-arrays without 

taking into account the lens’s edge diffractions. In the future, 

the simulator will be used to optimize the design of transmit-

array antennas with limited ratio F/D in the aim of 

improving the compactness. The tool will be improved to 

take into account spill-over losses in the gain diagrams. 
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Abstract 

This paper purposes a Helically Shaped With Open Ended 

Reflector Probe (HSOERP) design as a part of microwave 

ablation (MWA) system operating at Industrial Scientific 

Medical (ISM) band for the local destruction of tumor cells 

with high microwave power. HSOERP is designed by 

wrapping the helix geometry around a dielectric material of 

the probe and building an open ended reflector structure 

around the helix geometry.  

1. Introduction 

Breast cancer is one of the most vital problems epitomized 

by unrestrained cell proliferation in complex and 

unpredictable ways today [1]. Because of the proliferation of 

the cancer cell to the circulatory or lymphatic system, a 

metabolic derangement called metastasis occurs [2]. The 

purpose of treatment is to stop the undesirable cell 

proliferation resulting metastasis, to prevent migration by 

execution these beleaguered cells [3, 4]. A major issue in 

classical clinical therapies is to overdose with the drug, 

which can be harmful for healthy cells [5]. In classical 

treatment, extermination of tumorous cells cannot be 

achieve due to the development of drug resistance that gets 

to diminish the effectiveness of tumorous cells, and 

metastatic formations, particularly [6]. Hence, there has 

been a need to develop methods to support classical therapy, 

reduce the dose of the drug and provide less damage to 

normal cells. 

In microwave ablation, a microwave probe placed around 

the tumorous cells in near field region in order that 

microwave energy supplied by the probe at 2.45 GHz, leads 

to the tumorous cell to die with a temperature above 60 °C 

[7-10]. For the purpose of generation a microwave power 

which can heat the tumor above 60 °C, it is required to 

localize the electromagnetic radiation of the microwave 

ablation probe placed near the radiation edge section 

(Figure1.a). HSOERP modeled from the knowledge of 

directional electromagnetic radiation of helix radiator 

geometry and open ended reflector structure so that obtain 

high electromagnetic power in the near field area.  

 

In this paper, HSOERP is proposed for microwave ablation 

systems operating in 2.45 GHz ISM band with the numerical 

computation and optimization results. The paper is 

structured in the following manner. The proposed probe 

geometry and S parameters are presented in Section 2. The 

numerical computation results of the electric field SAR 

values are demonstrated in Section 3 along with the 

numerical computations of various geometric parameters. 

The concluding remarks and discussions are presented in 

Section 4. 

2. Microwave Probe Design 

In order to create the localized electromagnetic radiation to 

the area to be ablated, the microwave ablation probe is 

designed by wrapping the helical wire which is 1mm 

diameter around the probe part called radiation edge placed 

inside an open ended reflector . By integrating helix 

geometry and open ended reflector structure into the probe 

model, HSOERP generates localized electromagnetic 

radiation. The number of windings of 1mm diameter copper 

wire, which forms the helix shape, is one of the points 

settling the frequency value that HSOERP resonates. 

Numerical computations for the deciding of the number of 

windings that provide the resonance frequency in the ISM 

band are shown in section 3. The modeled HSOERP is 

shown in Figure 1  

 

 
a) 

 
b) 

The optimized parameters of HSOERP whose number of 

windings are determined in an attempt to obtain minimal S 

parameter at 2.45 GHz are indicated into a table. The 

optimized parameters of HSOERP specified in Table 1. 

 

Figure 1:  a) HSOERP sections b) Material and length 

information of HSOERP 
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Table 1: Dimensions of HSOERP and the number of 

windings in the helix section. 

lb 

(mm) 

ls 

(mm) 

ld 

(mm) 

lr 

(mm) 

li 

(mm) 

lv 

(mm) 

lh 

(mm) 

22.5 30 20 20 78.5 1 17 

Øo 

(mm) 

Øi 

(mm) 

Øs 

(mm) 

Ød 

(mm) 

Ør 

(mm) 

Øt 

(mm) 

n 

17 1.25 3 10 30 1 14 

 

3. Numerical Computation Results 

Numerical calculations have been made in order to 

determine the number of windings so that the return loss of 

HSOERP is minimum at the frequency of 2.45 GHz. As 

specified in Figure 2, the S parameters of the HSOERP 

models that have a different number of windings are 

respectively; 13.56 dB, 13.52 dB and -12.66 dB for the 

number of windings are 13, 14 and 15.  Despite the fact that 

the numerical calculation results shown in Figure 2 are close 

to each other, the number of windings is selected to 14 

because the center frequency of HSOERP is at 2.45 GHz. 

 

 
Figure 2: S parameters of HSOERP with changing the 

number of windings 

 

Once designing a probe to be ablated in microwave ablation 

systems, it is required to calculate the S parameter of 

HSOERP with optimised parameters. Therefore, HSOERP is 

numerically computed in CST Microwave Studio with the 

parameters shown in Table1  

 
a) 

 
b) 

Figure 3: a) Simulation mechanism of HSOERP b) S 

parameter of HSOERP 

 

As specified in Figure 3.b, the resonant frequency of 

HSOERP is at ISM band with -13.52 dB return loss value. 

4. Conclusions 

In this paper, HSOERP design is suggested to operate in 

ISM band in high power medical applications. The HSOERP 

structure is combined with radiation edge, a helical radiator, 

and open ended reflector in order to allow microwave 

energy to be delivered into the ablation region with 

increased electric field density. The numerical model of 

HSOERP structure has been optimized for the microwave 

ablation applications at 2.45 GHz. In future work, electric 

field and SAR values of HSOERP in the center of tumor 

surface can be observed as satisfactory high value.  
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Abstract 

This paper purposes a Helically Shaped With Closed Ended 

Reflector Probe (HSCERP) design as a part of microwave 

ablation (MWA) system operating at Industrial Scientific 

Medical (ISM) band for the local extirpation of tumor cells 

with high microwave power. HSCERP is designed by 

wrapping the helix geometry around a dielectric material of 

the probe and building a close ended reflector structure 

around the helix geometry.  

1. Introduction 

Nowadays, breast cancer is one of the most crucial problems 

characterized by uncontrolled cell proliferation in complex 

and unpredictable ways [1]. Owing to the proliferation of the 

cancer cell to the circulatory or lymphatic system, a 

metabolic derangement called metastasis occurs. [2]. The 

purpose of treatment is to stop the unpleasant cell 

proliferation resulting from metastasis, to prevent migration 

by killing these beleaguered cells [3, 4]. A major difficulty 

in classical clinical therapies is to overdose with the drug, 

which can destroy healthy cells [5]. In classical treatment, 

the destruction of tumorous cells cannot be achieve due to 

the development of drug resistance that is get to dilute the 

effectiveness of tumorous cells, and metastatic formations, 

specifically. [6]. Thus, there has been a need to develop 

methods to support classical therapy, reduce the dose of the 

drug and provide less damage to normal cells. 

In microwave ablation, a microwave probe positioned 

around the tumorous cell in near field region in order that 

microwave energy supplied by the probe at 2.45GHz, brings 

the tumorous cells about to die with a temperature above 

60°C [7-10]. In order to produce a microwave power that 

can heat tumorous cells above 60°C, it is essential to 

localize the electromagnetic radiation of the microwave 

ablation probe positioned near the radiation tip section 

(Figure1.a). HSCERP modeled from the knowledge of 

directional electromagnetic radiation of the model of helix 

radiator and closed ended reflector structure for the purposes 

of achievement high electromagnetic power in the near field 

region.  

 

In this paper, HSCERP is proposed for microwave ablation 

systems operating in 2.45 GHz ISM band with the numerical 

computation and optimization results. The paper is 

structured in the following manner. The proposed probe 

geometry and S parameters are presented in Section 2. The 

numerical computation results of the electric field SAR 

values are demonstrated in Section 3 along with the 

numerical computations of various geometric parameters. 

The concluding remarks and discussions are presented in 

Section 4. 

2. Microwave Probe Design 

In order to make the concentrated electromagnetic radiation 

to the area to be ablated, the microwave ablation probe is 

designed by wrapping the helical wire which is 1mm 

diameter around the probe part called propagation tip placed 

inside a close ended reflector. By integrating helix geometry 

and closed ended reflector structure into the probe model, 

HSCERP generates localized electromagnetic radiation. The 

number of windings of 1mm diameter copper wire, which 

forms the helix shape, is one of the features deciding the 

frequency value that HSCERP resonates. Numerical 

calculations for the settling of the number of windings that 

provide the resonance frequency in the ISM band are shown 

in section 3. The modeled HSCERP is shown in Figure 1  

 

 
a) 

 
b) 

The optimized parameters of HSCERP whose number of 

windings are determined in order to obtain minimal return 

loss at 2.45GHz are specified into a table. The optimized 

parameters of HSCERP are indicated in Table 1. 

 

Figure 1:  a) HSCERP sections b) Material and length 

information of HSCERP 
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Table 1: Dimensions of HSOERP and the number of 

windings in the helix section. 

lb 

(mm) 

ls 

(mm) 

ld 

(mm) 

lr 

(mm) 

li 

(mm) 

lv 

(mm) 

lh 

(mm) 

22.5 30 20 20 80 1 17 

Øo 

(mm) 

Øi 

(mm) 

Øs 

(mm) 

Ød 

(mm) 

Ør 

(mm) 

Øt 

(mm) 

n 

17 1.25 3 10 30 1 14 

 

3. Numerical Computation Results 

Numerical calculations have been made in order to 

determine the number of windings so that the return loss of 

HSCERP is minimum at the frequency of 2.45 GHz. As 

indicated in Figure 2, the S parameters of the HSOERP 

models that have a different number of windings are 

respectively; -19.26dB, -16.32dB and -15.23dB for the 

number of windings are 13, 14 and 15.  Though the 

numerical calculation results shown in Figure 2 are close to 

each other, the number of windings is selected to 14 because 

the center frequency of HSOERP is at 2.45GHz. 

 

 
Figure 2: S parameters of HSOERP with changing the 

number of windings 

 

While designing a probe to be ablated in microwave ablation 

systems, it is needed to compute the S parameter of 

HSCERP with optimised parameters. Therefore, HSOERP is 

simulated in CST Microwave Studio with the parameters 

specified in Table1  

 
a) 

 
b) 

Figure 3: a) Simulation mechanism of HSCERP b) S 

parameter of HSCERP 

 

As shown in Figure 3.b, the return loss value of  HSOERP is 

-13.52dB with the resonant frequency is at ISM band. 

4. Conclusions 

In this paper, HSCERP design is put forward to operate in 

the ISM band in high power medical applications. The 

HSCERP structure is combined with radiation tip, a helical 

radiator and closed ended reflector in an attempt to allow 

microwave energy to be delivered into the tumorous cells 

placed in petri dishes with increased electric field density. 

The numerical model of HSCERP geometry has been 

optimized for the microwave ablation applications at 2.45 

GHz. The electric field and SAR values of HSOERP in the 

center of tumor surface can be observed as satisfactory high 

value in future work.  
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Abstract 

In this paper, we introduce a concept to engineer and extend 
the bandwidth of patch antennas by controlling and 
designing substrate thickness profile. This concept was 
validated by HFSS simulation. A concave patch with 
sinusoidal substrate height profile shows good simulated 
return loss from 10 to 20 GHz. Simulated three-dimensional 
radiation patterns are also shown. This antenna can be 
fabricated using additive manufacturing  

1. Introduction 

A patch antenna is a type of printed antenna that is used 

heavily due to its low profile and easy fabrication. It consists 

of a metal sheet separated from a groundplane by a dielectric 

substrate forming a resonant cavity with a length of about 

half wavelength (/2) at the operating frequency. The 

resonant nature of this type of antenna results in narrowband 

performance, which is a drawback of this type of antenna. 

For some applications, there is a need to place a patch 
antenna on a curved surface, such as a cylinder. Common 
applications include the surface of an aircraft, car radio 
antennas, and cellular base station antennas. As these 
applications focus on convex surfaces, prior research 
involved theory and simulation of placing traditional patch 
antennas on curved, mostly convex, surfaces [1-5]. For 
example, patch antennas on convex, cylinder type surface 
were analyzed in [1-2] and the authors observed that the 
bandwidth increased with increased curvature. 
In this work, we modify the design of a traditional patch 
antennas by engineering the substrate thickness profile to 
control the bandwidth of the patch antenna. We have 
observed that the bandwidth can be controlled and that both 
ultra-narrowband and wideband frequency responses can be 
obtained. Our work focuses mainly on concave profiles, 
where the best bandwidth control has been observed. This 
unique structure can be fabricated using additive 
manufacturing (AM). 
Additive manufacturing technologies have been the subject 
of attention in engineering and research. They have the 
unique capability to convert a digital model into an arbitrary 
3D physical counterpart. One of the great advantages of 
AM in RF, microwave, and general engineering areas is 
exploiting additional degrees of freedom to create 

innovative designs that cannot be obtained using 
conventional manufacturing. Examples of unique 
microwave structures that are enabled by AM are: “roller 
coaster” transmission line [6] and compact composite 
right/left-handed transmission line [7]. 

2. Curved patch design and simulation 

Fig. 1 shows the concept for the curved patch antenna. It 
consists of a rectangular metal patch fed using a microstrip 
line just like any traditional microstrip patch antennas. The 
main difference in our design is that the substrate is concave 
and has a sinusoidal change in thickness. This change in 
thickness allows for a gradual impedance change in the 
direction of the fundamental mode. This enables control of 
antenna’s bandwidth from ultra-wideband to ultra-narrow. 
This concept was validated by simulating a wideband 
curved patch. The antenna was simulated using ANSYS’s 
High Frequency Structure Simulator (HFSS). The 
simulation assumed a 2.5 mm thick substrate with a 
dielectric constant (r) of 2.1. The patch antenna is 12.3 mm 
× 14 mm with a cosine thickness profile with minimum 
thickness of 0.1 mm. The metal conductivity is assumed to 
be 1×107 S/m. The feed line from Fig. 1 was deembedded 
from the simulation results, therefore the reference plane is 
at the input of the patch antenna for all simulations.  

Fig. 2 shows the simulated input return loss for the curved 
patch antenna. An excellent return loss (≤ 10 dB) is 
achievable from about 10 to 20 GHz. Fig. 2 also shows the 
simulated three-dimensional far field radiation patterns at 
10, 12, 13.4, 16.7 and 18.3 GHz. There is some variability 
in the radiation pattern through frequencies 

 

 
 
 
 
 
 
 
 
  
Figure 1: HFSS drawing of the curved (concave) patch 
antenna.
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Figure 2: Simulated input return loss (S11) of the curved patch antenna. Simulated three-dimensional radiation patterns are 
shown at frequencies of 10, 12, 13.4, 16.7 and 18.3 GHz. 

 
Figure 3: Photograph of the patch antenna fabricated using 
additive manufacturing. 

A proof of concept curved antenna structure that was 
fabricated using additive manufacturing is shown in Fig. 3. 
This demonstrates that this concept can be realized using 
additive manufacturing. Here the substrate was printed 
using Form 2 SLA printer from Formlabs using their 
standard black resin, while the feed microstrip line and 
metal patch were printed using Optomec aerosol jet printer 
and silver nano particle ink.  Our current work includes 
improving the fabrication method and testing the antenna.  

3. Conclusions 

We have demonstrated a new concept that enables control 
of the bandwidth of patch antennas. It is based on curving 
the substrate thickness, which allows for gradual impedance 
change in the direction of the fundamental mode.  
This concept is enabled by advances in additive 
manufacturing, where arbitrary 3D structures can be 
manufactured. 
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Abstract 
The proposed antenna is capable to operate in the ultra-
wideband mode with a bandwidth of (2.9 – 15.65 GHz), in 
the ultra-wideband mode with single notched-band at 
5.8GHz (WLAN) or 7.2GHz (X-band) and in the ultra-
wideband mode with dual notched-band. The rate of 
rejection achieved in the two bands is close to -1.5dB. 
Three ideal switches are used to achieve the 
reconfigurability. The two states on/off of the switch are 
modelled by the presence/absence of a conductor 
respectively. The results obtained by simulations are 
presented and discussed 

1. Introduction 
These last years, with the evolution of the modern 
communications systems, frequency reconfigurable antennas 
have obtained a lot of attention; due to their attractive 
features such as capability to incorporate numerous 
operating services with a large frequency flexibility 
(cognitive and multiservice radios), reducing size and 
interference in wireless communication [1-3]. 

Currently, to achieve frequency reconfigurability, different 
switches can be used like pin diodes, varactor diodes, RF 
MEMS switches, FETs switches. The UWB antenna is one 
of the keys to increasing the number of features in a single 
small device compared to conventional narrowband 
antennas described in the literature. However, the use of 
UWB antenna can cause interferences with another device 
operating in one standard such as WLAN, WiMAX and X-
band. To solve this problem, generally, we introducing a 
filter (notched band) in these frequency bands [4-6]. Many 
interesting and novel concepts have been developed to 
achieve this property. Notched band can be obtained by 
using split ring resonators (SRRs), defected microstrip 
structure (DMS), defected ground structure (DGS) and 
etching in feeding line. We can also achieve reconfigurable 
UWB response with one notch or multiple notches.  

 
 

 
In this paper, we propose a switchable frequency 
reconfigurable monopole antenna. The bandwidth of the 
proposed prototype is from 2.9 GHz to more than 15.65 
GHz. It is capable to switch between an UWB mode, an 
UWB mode with single notched band and an UWB mode 
with dual notched band in the WLAN and X-band 
frequencies. Moreover, the rate of notched bands is 
appreciable. The first notched band is achieved by 
integrating hexagonal ring shaped slot with four slots on the 
patch and the second notched band is obtained by a pair of 
modified hexagonal SRR, which are located close to a 50Ω 
microstrip feed line. Frequency reconfiguration is achieved 
by controlling the state of the three switches. With this 
approach, four different modes of operation can be selected. 

2. Antenna structure and Design 
Fig. 1 describes the schematic of the proposed antenna. The 
antenna geometry consists of a hexagonal patch fed by a 
microstrip line and a pair of modified hexagonal SRR (MH-
SRR) which are positioned close to a 50-Ω microstrip feed 
line. The location of the pair of MH-SRR is important as it 
determines the level of suppression in the band-cut, 
represented by the magnitude of the module of the reflection 
coefficient (|S11|dB>-10 dB). The size of MH-SRR is 
optimized to achieve band-cut filtering at the resonant 
frequency of 7.2GHz. The purpose to employ a pair of MH-
SRR is to improve the rejection rate. This improvement is 
due to the enhancement in the coupling with proximity 
between the cells and the feeding line. 

The hexagonal slot introduced into the lower part of the 
radiating patch acts as a filter that captures frequencies 
proportional to its electrical length. The result obtained on 
the frequency behavior of the antenna is the appearance of a 
cutoff band at 5.8 GHz. The ideal switches used in this work 
for reconfiguration have dimensions of  0.5 mm x 0.5 mm. 
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(a) 

 
                                           (b)  

Figure 1. Geometry of the proposed antenna (a) front view, 
(b) back view (Lf=11.57mm, Wf=3mm, r1=3.5mm, 
r2=2.3mm, r3=10mm, d1=0.5mm, d2=0.23mm, t=1.76mm, 
g=1.5mm, Lg=11.2mm, ls=4mm, ws=2mm. 
 
The ON state is modeled by the presence of a copper bridge 
and the OFF state by the absence of a copper bridge. The use 
of ideal switches as the first reconfiguration approach before 
using actual switches is widely reported in the literature as 
in [7-9]. The first switch (S1) used in this search is placed in 
the lower part of the hexagonal slot. When the switch S1 is 
in the ON state (metal presence), the rejected frequencies 
correspond to the WLAN at 5.2 GHz. The other two 
switches (S2, S3) are located in the empty spaces of the 
MH-SRR placed near the power line. When both switches 
are OFF, the rejected frequencies are those of the X band 
(7.2 GHz). The closing of the two switches (ON states) and 
the opening of S1 give the radiating structure its ultra wide 
band performance. This developed approach makes it 
possible to obtain four different modes of operation 
described in Table 1.  

 
Table 1: Different configuration states of the proposed 
antenna. 

States S1 S2 & S3 Operation mode 

State 1 ON OFF 
UWB with dual rejected bands 

(WLAN, X-band) at 5.8GHz and 
7.2GHz respectively 

State 2 ON ON UWB with WLAN notch band at 
5.8GHz 

State 3 OFF OFF UWB with X-band notch at 7.2GHz 
State 4 OFF ON UWB (2.9 – 15.65 GHz) 

 

The antenna is printed on a Teflon glass substrate, with a 
thickness of 1.6 mm, a relative permittivity of 2.5 and a 
tangent loss of 0.002. The simulator used here is the CST 
Microwave Studio. The total size of the antenna is (31 x 34) 
mm2. 

3. Results and discussion 
The different curves of the reflection coefficient for the four 
modes of operation, summarized in Table 1, are illustrated in 
Figure 2. Despite the introduction of the cut-off bands, the 
antenna retains a fairly substantial bandwidth (up to 16 
GHz). The rejection level in both 5.8GHz and 7.2GHz cut-
off bands is quite high and is close to -1.52dB. The location 
of the cut-off bands is fixed despite switching between the 
different operating modes. In ultra wide band mode the 
antenna has a relative bandwidth of about 136% (5.33:1). 

 

 
 

Figure 2. Simulated reflection coefficient for four different 
states. 
 
In order to demonstrate the operation of the two types of 
filter introduced into the antenna structure, a study on the 
current distribution in the two cut-off bands was carried out, 
as shown in Figure 3. For the first band at 3.5 GHz when the 
filtering is active (S1 is in the ON state) it is clear that the 
surface currents are mainly concentrated around the 
hexagonal slot (Fig. 3 a), confirming the capture of these 
frequencies (5.8 GHz) by the slot introduced on the radiating 
patch.  

 

      
              (a)                                                (b) 
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              (c)                                                (d) 

Figure 3. Current distribution of proposed antenna for 
different states (a) state 1 at 5.7 GHz, (b) state 3 at 5.7 GHz, 
(c) state 1 at 7.2 GHz, (d) state 2 at 7.2 GHz 
 
Now when S2 and S3 are in the OFF state, the second 7.2 
GHz cutoff band is active and a high current concentration is 
noted on the MH-SRR pair near the feed line, as shown in 
Figure 3 (c). Fig. 4 shows the normalized radiation pattern in 
the E-plane (yz) and the H-plane (xz) at 3.8 GHz and 10.7 
GHz for state 1. 

 

  
 

 
                      (a)                                             (b) 
 
Figure 4. Simulated radiation pattern at 3.8 GHz and 10.7 
GHz for state1 (a) E-plan, (b) H-plan. 
 
It is deduced from the radiation pattern that the proposed 
antenna has an omnidirectional radiation pattern in the H-
plane at 3.8 GHz. In the E- plane the radiation pattern is 
bidirectional. 

The performance of the proposed antenna compared to 
previous works reported in the literature is illustrated in 
Table 2. It can be concluded from these results that the 
proposed antenna offers good performance in terms of 
bandwidth, level of selectivity, miniaturization and 
reconfigurability in frequency. 

 
 
 
 
 
 

Table 2: Comparison of proposed and reference antennas. 
  

 [9] [6] [5] This 
work 

Substrate 
εr/h (mm)  

2.55 / 
0.77 

10.2 / 
0.635 

4.3 / 
1.62 

2.5 / 1.6 

UWB (GHz) 3.1 – 
10.6 

3.1 - 11 2.57 – 
11.3 

2.9 – 
15.65 

Rejection levels 
dB  

-1.9 / -
1.1 

-1.6 / -3 -2.5 -1.5 

Size (W x L) 
mm2 

40 x 40 39.9 x 
34.1 

23 x 32 31 x 34 

Reconfigurability yes no no yes 

4. Conclusion  
In this work, a compact frequency reconfigurable UWB 
antenna has been introduced. Frequency reconfiguration 
allows switching between an ultra-wide band mode (2.9 - 
15.65 GHz), an ultra-wideband mode with a cutoff band 
(WLAN or X-band), and ultra-wideband mode with two 
cutoff bands. In total, the antenna has four different modes 
of operation. For cut bands, the rejection level reached is 
close to 0 dB. For the reconfiguration mechanism a first 
approach with ideal switches was used before proceeding to 
prototype fabrication with actual switches. The proposed 
antenna is suitable for multi-service radios and UWB 
applications. 

References 
[1] A. Mansoul, F. Ghanem, M. R. Hamid, and M. Trabelsi, “A selective 

frequency-reconfigurable antenna for cognitive radio applications,” 
IEEE antennas Wirel. Propag. Lett., vol. 13, pp. 515–518, 2014. 

[2] H. F. Abutarboush, R. Nilavalan, S. W. Cheung, K. M. Nasr, T. Peter, 
D. Budimir, and H. Al-Raweshidy, “A Reconfigurable Wideband and 
Multiband Antenna Using Dual-Patch Elements for Compact Wireless 
Devices,” IEEE Trans. Antennas Propaga. vol. 60, pp. 36-43, 2012.  

[3] T. Aboufoul, A. Alomainy, and C. Parini, “Reconfiguring UWB 
monopole antenna for cognitive radio applications using GaAs FET 
switches,” IEEE Antenna Wirel. Propag. Lett. vol. 11, pp. 392–394, 
2012. 

[4] L. C. Tsai, and W. J. Chen, “A UWB antenna with bandnotched filters 
using slot type split ring resonators,” Microwave Opt. Technol. Lett., 
vol. 58, pp. 2595-2598, 2016. 

[5] F. Guichi, M. Challal, and T. A. Denidni. “A novel dual band-notch 
ultra-wideband monopole antenna using parasitic stubs and slot,” 
Microw. and Opt. Technol. Lett., vol. 60.(7), pp. 1737-1744, 2018. 

[6] , O. Abu Safia, M. Nedil, and L. Talbi “Coplanar waveguide-fed rose-
curve shape UWB monopole antenna with dual-notch characteristics,” 
IET Microw., Antennas & Propag., vol. 12(7), pp. 1112-1119, 2018. 

[7] M. N. Osman, M. K. Rahim, P. Gardner, et al. “An electronically 
reconfigurable patch antenna design for polarization diversity with 
fixed resonant frequency,” Radioengineering, vol. 24(1), pp. 45-53, 
2015. 

[8] A. Mansoul, F Ghanem, “Frequency reconfigurable antenna for 
cognitive radios with sequential UWB mode of perception and 
multiband mode of operation,” Intern. Journal of Microw. and Wirel. 
Technol., pp. 1-7, 2018 

[9] V. Asha, and M. S. Parihar. “Multifunctional Antenna with 
Reconfigurable Ultra-Wide Band Characteristics,” Radioengineering, 
vol. 26(3), 2017. 



 AES 2019, LISBON - PORTUGAL, JULY 24 – 26, 2019 

  

Extending the Bandwidth of UWB Monopole Antenna using Genetic 
Algorithm with 5-6 Ghz Notched Band  

 
Khelil Fertas1, Fateh Benmahmoud2, Farid Ghanem3, Ali Mansoul4, Smail Tedjini2 and Rabia 

Aksas1  
 

1Ecole Nationale Polytechnique, Electronics Dept., El-Harrach, Algiers, Algeria 
2Univ. Grenoble Alpes, Grenoble INP, LCIS, 26000, Valence, France 

3Telecom Product Direction, R&D&I, Brandt Group, Cevital Industry Pole, Garidi II, Algiers, Algeria 
4Centre de Développement des Technologies Avancées, Algiers 16000, Algeria 

E-mail: khelil.fertas@g.enp.edu.dz  
 

Abstract 

Abstract— An ultra-wideband (UWB) antenna with band-
rejection by using genetic algorithm optimization (GAO) is 
developed and presented in this paper. This is achieved by 
adequate combination of a radiating patch element with an 
area divided into 2x2 mm2 where each one is allocated by 
presence or absence of conductor property and an inverted 
Π-shaped defected ground structure (DGS) filter. The 
optimization process is programmed in visual basic script 
and implemented in CST Microwave software as a macro. 
The presented antenna, printed on Teflon substrate of 
dielectric constant 2.4 with loss tangent of 0.002, operates 
over a wide range of frequency bands, i.e., from 2.7 to 20 
GHz. By etching an inverted Π-shaped slot in the ground 
plane, a rejection of WLAN frequency band is achieved. 
Extremely interesting numerical results for the return loss, 
current distribution, radiation patterns and gain are 
illustrated and discussed. The proposed antenna is 
prototyped to investigate the measurement performance 
where a good agreement is observed with the simulated 
results. 

Index Terms— Ultra-wideband (UWB) antenna, Genetic 
algorithm optimization (GAO), Defected ground structure 
(DGS) filter, Wireless local area network (WLAN) frequency 
band. 

1. Introduction 

 
Nowadays, the technologies of communication present fast 
and immense evolution. Therefore, the obligation to include 
a large number of functionalities in the communication 
systems and to respond the needs of cohabit several 
standards on the same antenna is very crucial. Among of the 
efficient solutions for this requirement is the implementation 
of ultra-wide band (UWB) antenna [1, 4]. Moreover, 
numerous interfering narrow band communication systems 
operate in this large bandwidth such as wireless local area 
network (WLAN: 5-6 GHz) and worldwide interoperability 
for microwave access (WiMAX: 3.5 GHz). Many research 
works have been conducted to reduce interferences with 
other users through introducing filters [5-7]. Though, the 

antenna optimization performance becomes complicatedness 
in the case of integrating several frequency bands. The 
antenna design, with desired requirements, using 
conventional methods is more intricate compared to non-
conventional ones and as well takes more time. Various 
techniques have been investigated to optimize antennas [8-
16]. In [10], a particle swarm optimization algorithm 
(PSOA) was used in UWB monopole antenna. In [12], the 
authors were exploited the Taguchi’s method in the area of 
Electromagnetics and as well antennas. In [13] and [14], 
wearable antennas parameters were automatically adjusted, 
respectively, using the evolution strategy based algorithm 
EStra and the hierarchical optimization paradigm. In [15], a 
surrogate with multi-objective optimization algorithm was 
applied in the antenna design. Among these techniques, we 
find the optimization by genetic algorithm (GA) [17-20]. 
The GA technique presents an immense prospective in 
research of no-predictable solutions to antennas design. On 
the other hand, the use of GA helps to design antennas for 
the needs of different application domains. Generally, 
optimization problems in the antenna design for a specific 
application and for a given frequency band can be classified 
into two categories: continuous and binary problems. The 
first category can be used to optimize the geometrical 
parameters of the antenna [18], the second one can be 
employed to check the presence or the absence of a metal to 
find the appropriate patch shape or the geometry pixels [19].  

2. Design and Optimization of Ultra-Wideband 
Antenna 

  
The antenna geometry shown in Figure 1 is designed on two 
sides over a Teflon substrate of height 1.58 mm and relative 
permittivity of 2.4. The 50 Ω microstrip line is used to feed 
the antenna. The basic structure of radiating element consists 
of a 20 x 20 mm2 rectangular patch antenna. In order to be 
able to apply a GA, the radiating element is formed by a 
matrix of 10 x 10 square compartments as shown in Figure 
2. 
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Figure 1: Schematic of the proposed UWB antenna based 
on GA: a) Front view and, b) Back view. (x1 =1.5mm, y1 
=1mm, Lg =17.5mm, Lf =18mm, Wf=3.1mm Ws=33mm, 
Ls=43mm, Wp=20mm, Lp=20mm). 

 

Figure 2: Schematic of the basic structure (r= 2 mm): 
a) Front view and,b) Back view. 

A binary coding is used by affecting the value “1” to the 
cells containing metal and “0” to the cells without metal. 
The resulting structure is composed of 100 fragment cells 
which correspond to a matrix of 10 x 10 over which a GAO 
can be run to find the configurations that allow achieving the 
frequency optimization. The GA code developed in visual 
basic interface and implemented in CST simulator. The cost 
function of this code was useful to attain excellent matching 
of the magnitude of the reflection coefficient module (in dB) 
(|S11|dB < -10 dB) at the band starting from 3 GHz to 20 
GHz. The goal here is to calculate and minimize the average 
value of the cost function, given by expression (1). 
 

(1)                                        
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A
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In expression (1), the parameter A is the number of 
frequency that points in the desired frequency band. In the 
same perspective, to reduce the number of iterations, which 
correspond to all possible shape combinations and over 
which the GA is run, the percentage of no-metallic and 
metallic subdivisions were chosen to be 10% and 90%, 
respectively. 
The population size is composed of 20 chromosomes per 
generation in all designs. Selection with a preference for the 
individuals with better cost function value is used to fill the 
new generation. The probability of crossover is 100% from 
the selection individuals and the single point crossover 

method was used with mutation probability of 0.1%. The 
next generation is formed from the current generation. The 
number of generations used in this work is 30. 
The simulation result of the VSWR parameter versus 
frequency is depicted in Figure 3. 

 
 
Figure 3: The S11-parameter and VSWR of UWB antenna. 

 From Figure 3, the presence of UWB characteristic is 
noticed where a good matching is satisfied in the band 
starting from 2.7 GHz to 20 GHz.  

3. Implementation of the Band-Stop Filter  

3.1. Inverted Π shaped filter design 

The proposed shape of the band-stop filter (BSF) is shown 
in Figure 4. The design is a 50 Ω microstrip line along with 
an inverted Π shaped slot embedded into the ground plane.  

 

Figure 4: Schematic of the band-stop filter. 
 
The parameters for optimal BSF design are illustrated in 
Table 1 whereas the S-parameters of the filter are shown in 
Figure 5. 

Table 1: Band-stop filter dimensions. 
Parameter Value (mm) 

L 10.3 

D 1.0 

A 0.7 

S 0.3 

 
From Figure 5, it is noticed that the response confirms the 
band-stop behavior where its central frequency is around 5.2 
GHz.  
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Figure 5: S-parameters of the band-stop filter. 

3.2. Band-notched UWB antenna with band-rejected 
element  

In order to achieve an UWB-antenna with a band-rejection, 
an inverted Π-shaped DGS slot is embedded in the ground 
plane as shown in Figure 6.  

 

Figure 6: Integration of the DGS on the UWB antenna (y2 
=1mm). 

Figure 7 illustrates the antenna VSWR parameter. From this 
result, a band-rejection at the range starting from 5 GHz to 6 
GHz is observed.  

 

Figure 7: VSWR of the antenna with and without filter. 

The current distributions at 5.2 GHz and 3.5 GHz are 
presented in Figure 8. This figure demonstrates the effect of 
introducing the BSF where the surface current distribution is 
concentrated around the DGS-BSF at 5.2 GHz. At this 
frequency, the antenna does not radiate and the introduced 
BSF captures waves that have a wavelength proportional to 
the wavelength of the WLAN (at 5.2 GHz).  

The realized gain is illustrated in Figure 9. At frequency of 
5.2 GHz, the gain decreases quickly which indicates clearly 
the effect of the embedded BSF.  

 

 

Figure 8: Current distributions at: (a) 5.2 GHz and, (b) 3.5 
GHz. 
 

 

Figure 9: Gain of the proposed antenna. 
 

4. Experimental Results 

To validate the proposed UWB antenna with WLAN 
rejection-band, an experimental antenna prototype was 
fabricated and tested. The photograph of the fabricated 
antenna is shown in Figure 10 where the simulated and 
measured results of the return losses are presented in Figure 
11. 

 

Figure 10: Photograph of the fabricated antenna (a) Front 
view and, (b) Back view. 
 

(a) (b)

(a) (b) 
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Figure 11: Comparison between measured and simulated 
S11-parameter. 
 
From Figure 11, good agreement is realized between the 
measured and simulated results with slight differences. 
These small discrepancies can be attributed to possible 
mismatching in the SMA connectors and may possibly to the 
fabrication tolerances.  

Figure 12 shows the measured and simulated radiation 
patterns for both E and H planes at 3.5 GHz and 10 GHz. 
The eight shape of the radiation pattern (E-plane) is clearly 
visible in Figure 12-a. The antenna has an omnidirectional 
radiation as shown in Figure 12-b and Figure 12-d.  

 

 

Figure 12: Radiation patterns of the proposed antenna at 
different frequencies. a) E-plane at 3.5GHz, b) H-plane at 
3.5 GHz, c) E-plane at 10 GHz, and d) H-plane at 10 GHz. 

5. Conclusions 

An UWB antenna with band-notch characteristic has been 
designed, simulated and tested. The proposed antenna shape 
has been optimized by a GA code, using the visual basic 

interface, implemented in CST MICROWAVE SOFTWARE. 
By inserting an inverted Π-shaped DGS slot, a band-
rejection is achieved in the frequency range starting from 5 
GHz to 6 GHz. The measured results have shown an 
acceptable agreement with the simulation. The presented 
antenna provides good radiation patterns in both E and H-
planes. It has a simple shape that is easy to manufacture and 
can be easily embedded in diverse UWB wireless 
communication systems. 
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Abstract
We show how reflectarray antenna synthesis can take profit
from parallel computing on Graphics Processing Units
(GPUs). The presented approach uses an implementation
of Particle Swarm Optimization in CUDA language and ac-
celerates the computation of the field radiated by the reflec-
tarray using a GPU-implemented Non-Uniform FFT rou-
tine. Numerical results show how computing time can be
kept convenient for the application at hand.

1. Introduction
Microstrip reflectarrays (RAs) have attracted much interest
in the last years [1, 2].
The design of high performance microstrip reflectarrays re-
quires the ability of exploiting all the degrees of freedom
(DoFs) of the antenna as the positions, the orientations, the
characteristics of the scattering elements or the shape of the
reflecting surface.
Managing a large number of DoFs requires a proper synthe-
sis strategy trading-off effectiveness and efficiency through
efficient and effective numerical algorithms guaranteeing
reliability, keeping the computational complexity low and
exploiting highly performing computing hardware.
To guarantee reliability and accuracy, a multistage approach
has been devised [3, 4, 5]. The idea is to employ a rough
modeling of the structure to enable robustness against sub-
optimal solutions at the early stages and then refining the
model from stage to stage. The success of the whole pro-
cedure is submitted to the capability of the early stages to
mitigate the false solution issue. To this end, the unknowns
of the problem are given proper representations enabling a
progressive enlargement of the parameters space as well as
a modulation of the computational complexity of the ap-
proach [3, 4, 5]. At the beginning of the whole proce-
dure, few properly chosen polynomials are employed for
the command phases and the element positions (Zernike
polynomials for the phases and Lagrange polynomials for
the positions in this paper) and progressively increased in
number [3, 4, 5].
The success of the whole procedure is submitted to the ca-
pability of the early stages to mitigate the false solution
issue. To this end, a global optimizer should be adopted.
However, choosing the global optimization algorithm is not
a simple task and a wide discussion is contained in [6]. The
No Free Lunch Theorems [6] provide insight in choosing
the strategy to get a successful algorithm for the problem

at hand. They explore the relationship between an efficient
optimization algorithm and the problem that it is asked to
solve. These results state that a general purpose algorithm
that can be efficiently used in all optimization problems
does not exist: on average, the performances of any two
optimization algorithms are the same across all the possible
optimization problems [6]. Explicitly or implicitly inserting
some a priori information on the structure of the problem at
hand should improve the performance. It is suggested that
an algorithm can be “aligned” to the structure of the prob-
lem because of an implicit tuning procedure due to training
and/or to the years of research [6].
On the other side, the high dimensionality of a problem
is the main obstacle towards effective global optimization.
The amount of computing time required to get a reliable
solution becomes inordinate as long as the number of vari-
ables increase [7, 8]. In particular, the dependence of the
performances of a global optimization algorithm versus the
dimension of the searching space can be rigorously estab-
lished thanks to Nemirovsky and Yudin Theorem [8]. It
proves the exponential dependence of the number of mini-
mization steps on the dimensionality of the problem.
Accordingly and once again, the number of unknowns of
the problem must be modulated during the design by using
a proper representation of the unknowns enabling its pro-
gressive enlargement [3, 4, 5]. Then, global optimization
can be exploited as starting stage, while local tools can be
employed in the subsequent ones.
In this paper, we use a Particle Swarm Optimization (PSO)
approach [9]. PSO, indeed, is a simple, but powerful op-
timization algorithm which searches for the optimum of a
function following rules inspired by the behavior of flocks
of bees looking for food. PSO has recently gained more
and more popularity due to its robustness, effectiveness,
and simplicity. Furthermore, PSO enables a very efficient
implementation since it maps into a highly parallelizable
computing pattern and is amenable of acceleration using
Graphics Processing Units (GPU) computing.
We show how PSO can take profit from this technology. In
particular, we provide an implementation of PSO in CUDA
language, the NVIDIA Compute Unified Device Architec-
ture that represents the NVIDIA extension of C++ to let a
large class of users able to program GPUs for numerical
computing applications. We show how computing time can
be kept at very convenient durations for the application at
hand.



The presented approach is further accelerated by the use of
Non-Uniform FFTs [10] for the evaluation of the field radi-
ated by the RA [11, 12]. The Authors have been the first
employing NUFFT algorithms for the calculation of the
field radiated by aperiodic arrays and RAs [11, 12]. They
have presented an improved version of [10] in [13].
The paper is organized as follows. In Section II, the ap-
proach is sketched. In particular, the radiative model is
described along with its calculation by a NUFFT. Further-
more, the NUFFT algorithm is briefly described along with
its GPU implementation. Section III is devoted to discuss
the GPU-based PSO implementation. In Section IV, the re-
sults are presented. Finally, in Section V, the conclusions
are drawn.

2. The approach
A simplified layout of the multi-stage synthesis approach is
illustrated in Fig. 1. We refer to [3, 4, 5] for a complete
description of the approach.
In the initial stages, an approximate radiative model,
namely, the Phase-Only (PO) model, is adopted leading to
the Phase-Only Synthesis (POS) stage. For a POS, the un-
knowns to be determined are the element positions as well
as the command phases. Then, an accurate model exploit-
ing all the DoFs refines the results from the POS stages and
leads to the Accurate Synthesis (AS). For the AS, the un-
knowns turn to be the internal DoFs of each element. The
element positions can be further refined or, for the sake of
simplicity, the result of the POS, in terms of element posi-
tions, can be kept fixed. In this paper, attention is focused
to the POS only.
In order to limit the number of unknowns and make the use
of a global optimizer affordable to generate a good initial
guess, in stage 1), few polynomials are exploited to repre-
sent command phases and element positions. In stage 2),
the number of the unknowns is progressively enlarged by
increasing the order of the involved polynomials and a lo-
cal optimizer is considered. Stage 3) exploits an impulsive
representation of the unknowns involving all the effective
DoFs at disposal for the command phases.
In this paper, for the sake of brevity, only some implemen-
tation details of the POS stages are discussed.

2.1. The radiative model and the NUFFT

We refer to a flat aperiodic RA, made up by N elements,
illuminated by a feed located at the origin of the Oxyz ref-
erence system as shown in Fig. 2. The feed is assumed to
have the typical cosmf (θn) pattern, where θn is the angle
under which the feed sees the n-th element having coor-
dinates (xn, yn, z0) and located at a distance rn from the
feed. In this way, the 2D aperiodic array factor F is:

Fkl =

N∑
n=1

ejϕn cosmf (θn)
e−jβrn

rn
ej2π( k∆u

λ xn+
l∆v
λ yn)

(1)

1) POS - Global: Zernike and Legendre

2) POS - Local: Zernike and Legendre

3) POS - Local: Impulses and Legendre

4) Accurate synthesis

Antenna layout

Figure 1: Stages of RA synthesis approach.

Figure 2: RA geometry.

when evaluated at a regular spectral grid (uk, vl) =
(k∆u, l∆v), with k = −N1/2, . . . , N1/2 − 1 and l =
−N2/2, . . . , N2/2 − 1, the ϕn’s being the element con-
trol phases, λ being the wavelength and β = 2π/λ the
wavenumber.
Apart from an unessential conjugation, F has the same ex-
pression of a 2D Non-Uniform Discrete Fourier Transform
(NUDFT) of NED (Non-Equispaced-Data) type whose ex-
pression is

ẑkl =

N∑
i=1

zie
−j2πx̃i k

N1 e−j2πỹi
l
N2 . (2)

In eq. (2), the zi’s represent the sequence to be trans-
formed, sampled at the non-uniform spatial coordinates
(x̃i, ỹi), and the ẑkl’s represent the transformed one. Ac-
cordingly, the array factor (1) can be effectively and ef-
ficiently evaluated using a 2D NED-NUFFT algorithm
[10, 11, 12, 13].
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2.2. The 2D NED-NUFFT algorithm

To guarantee a fast and accurate processing, the “non-
uniformly sampled” exponentials exp (−j2πx̃ik/N1) and
exp (−j2πỹil/N2) appearing in eq. (2) need to be properly
interpolated. The idea behind NED NUFFTs is to use “uni-
formly sampled” exponentials exp (−jmξ).
The exponential representation is made possible by the
use of the Poisson summation formula [13, 14]. In-
deed, under general hypotheses, given a function f , then∑
m∈Z f(ξ + 2mπ) converges absolutely almost every-

where to the 2π-periodic locally integrable function simply
expressed through a Fourier series

∑
m∈Z

f(ξ + 2mπ) ∼
√

2π
∑
m∈Z

f̂(m)ejmξ, (3)

where f̂(m) = F [f ;m] is the Fourier transform of f
calculated at m.
Let us then consider a window function φ(ξ) having com-
pact support in (−ξM , ξM ). The Poisson formula can be
then applied to the function φ(ξ) exp (−jxξ):

e−jξx =
√

2π

∑
m∈Z F

[
φ(ξ)e−jξx;m

]∑
m∈Z φ (ξ + 2mπ) e−j2mπx

. (4)

In order to obtain a computationally convenient ex-
pression of exp (−jxξ), the denominator must be fac-
tored in the variables x and ξ. A straightforward way to
achieve factorization is to avoid that the replicas φ(ξ +
2mπ) exp (−j2kπξ) overlap, which is related to the repli-
cation period 2π of the Poisson summation formula in eq.
(4) and to a proper choice of the support of φ(ξ). In partic-
ular, we have:

e−j2πx̃i
k
N1 '

√
2π

φ
(

2πk
cN1

) µi+K∑
m=µi−K

φ̂ (cxi −m) e−j2πm
k
cN1 ,

(5)
where φ is the window function with support in

(−π/c, π/c) having Fourier transform φ̂ with support in
(−K,K), c is an oversampling factor, and µi = Int[cx̃i],
Int[·] denoting he integer part. A similar expression can
be obtained for the exponential with ỹi, by introducing
νi = Int[cỹi].
By denoting with

 φ1k = φ
(

2π k
cN1

)
φ2k = φ

(
2π l

cN2

)
φ̂it = φ̂(cxi−(µi+t))√

2π
ψ̂it = φ̂(cyi−(νi+t))√

2π

, (6)

by assuming that both φ̂it and ψ̂it vanish outside 0 ≤
i ≤ M and −K ≤ t ≤ K and by exploiting the fact that
exp(−j2π(m + cN1)k/(cN1)) = exp(−j2πmk/(cN1))
and exp(−j2π(n+cN2)l/(cN2)) = exp(−j2πnl/(cN2)),
eq. (2) can be written as

ẑkl =
1

φ1kφ
2
l

cN1/2−1∑
m=−cN1/2

cN2/2−1∑
n=−cN2/2

umne
−j2πm k

cN1 e−j2πn
k
cN2 ,

(7)
where

umn =

+∞∑
i=−∞

+∞∑
p=−∞

+∞∑
q=−∞

ziφ̂i m+cpN1−µi ψ̂i n+cqN2−νi .

(8)
Therefore, eq. (7) is essentially given by the three steps

[13]:

• interpolation to obtain umn (eq. (8));

• standard two-dimensional FFT on cN1× cN2 points;

• scaling and decimation.

It should be noticed that, in eq. (8), the umn’s receive
contribution only from a very limited number of terms. In-
deed, the φ̂ and ψ̂ in eq. (8) are different from zero only
for

|m+cpN1−µi| ≤ K � cN1 |n+cqN2−νi| ≤ K � cN2,
(9)

where typical values for K are 3 and 6.
Finally, let us highlight that the obtained overall computa-
tional complexity is O((cN)2 log(cN)) for N ∼ N ∼ N2,
N1, N2, M � K.

2.3. Acceleration of the pattern evaluation

Once described the 2D NED-NUFFT algorithm, let us
briefly sketch the GPU acceleration.
The most difficult step to be implemented on GPU is the
interpolation stage [5, 12]. Accordingly, only for this stage,
we present some details of the strategy exploited to profit
of the available massive parallelism.
If we denote the input index with i and output indices
with m and n, according to eq. (9), a given input index
contributes only to a small number of output terms. The
adopted solution assigns each GPU thread to an input in-
dex. Unfortunately, with such a choice, race conditions oc-
cur since different inputs can contribute to the same out-
put. The problem is solved by profiting of a special feature
of GPU: the atomic operations. They make the access of
different threads to the same output location (in the GPU
global memory) serial.
Dynamic Parallelism has been exploited to perform the two
nested “for loops” with indices p and q occurring in eq. (8),
each one spanning only 2K + 1 cycles. Indeed, the CUDA
Dynamic Parallelism allows each CUDA function (kernel)
to give work to itself, thus making the easy implementation
of recursive algorithms possible, exploiting different levels
of parallelism.
We present now some codes to let the Reader take a closer
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look at the details of the adopted coding strategy. In the
Listing 1, each parent thread is assigned to an input index
i. The parent thread (first level of parallelism) generates
(2K+1)×(2K+1) children (second level of parallelism),
by calling the “series terms” kernel shown in Listing 2.
Each child thread takes into account for a single loop cy-
cle (double summation).
The implemented NUDFT NED provides a significant
speedup of the array factor calculation, of one order of
magnitude with respect to a CPU code, for a RA made of
100× 100 elements [15].

g l o b a l void In te rpo la t ionNFFT2 2DGPUKerne l ( )
{

i n t i = t h r e a d I d x . x + blockDim . x ∗ b l o c k I d x . x ;
double c c p o i n t s 1 =cc∗x [ i ] ;
/ / I t i s t h e mu
double r c c p o i n t s 1 = r i n t ( c c p o i n t s 1 ) ;
c o n s t double c c d i f f 1 =

c c p o i n t s 1−r c c p o i n t s 1 ;

double c c p o i n t s 2 =cc∗y [ i ] ;
/ / I t i s t h e nu
double r c c p o i n t s 2 = r i n t ( c c p o i n t s 2 ) ;
c o n s t double c c d i f f 2 =

c c p o i n t s 2−r c c p o i n t s 2 ;

doub le2 t e m p d a t a = d a t a [ i ] ;
dim3 dimBlock ( 1 3 , 1 3 ) ; dim3 dimGrid ( 1 , 1 ) ;
s e r i e s t e r m s <<<dimGrid , dimBlock>>>( ) ; }

Listing 1: CUDA interpolation Kernel using the dynamic
parallelism.

g l o b a l void s e r i e s t e r m s ( ) {
i n t m = t h r e a d I d x . x ;
i n t n = t h r e a d I d x . y ;

double tempd , p h i c a p ;

double P = K∗K−( c c d i f f 1 −(m−K) )∗
( c c d i f f 1 −(m−K ) ) ;

i f ( P<0.) {
tempd= r s q r t (−P ) ;
p h i c a p = ( 1 . / p i d o u b l e )∗

( ( s i n ( a l p h a / tempd ) )∗ tempd ) ; }
e l s e i f ( P>0.) { tempd= r s q r t ( P ) ;

p h i c a p = ( 1 . / p i d o u b l e )∗
( ( s i n h ( a l p h a / tempd ) )∗ tempd ) ; }

e l s e p h i c a p = a l p h a / p i d o u b l e ;

P = K∗K−( c c d i f f 2 −(n−K) )∗
( c c d i f f 2 −(n−K ) ) ;

i f ( P<0.) { tempd= r s q r t (−P ) ;
p h i c a p = p h i c a p ∗ ( 1 . / p i d o u b l e )∗

( ( s i n ( a l p h a / tempd ) )∗ tempd ) ; }
e l s e i f ( P>0.) { tempd= r s q r t ( P ) ;
p h i c a p = p h i c a p ∗ ( 1 . / p i d o u b l e )∗

( ( s i n h ( a l p h a / tempd ) )∗ tempd ) ; }
e l s e p h i c a p = p h i c a p ∗ a l p h a / p i d o u b l e ;

i n t PP1 = modulo ( ( r c c p o i n t s 1 +
(m−K)+N1∗ cc / 2 ) , ( cc∗N1 ) ) ;

i n t PP2 = modulo ( ( r c c p o i n t s 2 +
( n−K)+N2∗ cc / 2 ) , ( cc∗N2 ) ) ;

atomicAdd(& r e s u l t [ IDX2R ( PP1 , PP2 , cc∗N2 ) ] . x ,
t e m p d a t a . x∗ p h i c a p ) ;

atomicAdd(& r e s u l t [ IDX2R ( PP1 , PP2 , cc∗N2 ) ] . y ,
t e m p d a t a . y∗ p h i c a p ) ; }

Listing 2: CUDA summation kernel invoked by the inter-
polation one.

3. PSO
PSO [9] is a global optimization algorithm working accord-
ing to the behavior of flocks of bees in search of food.
It shows appealing convergence properties that can be ob-
tained by tuning its parameters in order to align the algo-
rithm to the problem at hand. PSO shows a highly par-
allelizable computing pattern, making its implementation
amenable of acceleration using GPUs [16]. This mitigates
the need of large number of iterations and of particle up-
dates and fitness evaluations [9].
The search space dimension in PSO equals the overall num-
ber of unknownsNunkn, i.e., the number of polynomial co-
efficients used to represent the command phase and the ele-
ment coordinates. The particles’ position and the so-called
“velocity” X(t) and V (t), respectively, at the iteration step
fictitiously represented by the time variable t are Nunkn-
dimensional vectors whose update rule is given by


V (t) = wV (t− 1)+

C1R1 [Xbest(t− 1)−X(t− 1)] +
C2R2

[
Xgbest(t− 1)−X(t− 1)

]
X(t) = X(t− 1) + V (t)

(10)

In eqs. (10), the velocity is actually dealt with as a “dis-
placement” vector. Furthermore, in eqs. (10), C1 and C2

are proper positive constants, R1 and R2 are two random
numbers uniformly distributed in [0, 1], Xbest(t− 1) is the
best-fitness position (local best) reached by an individual
particle at the time t−1 andXgbest(t−1) is the best-fitness
position (global best) ever found by the whole swarm up to
t−1. Moreover, the termXbest(t−1)−X(t−1) represents
the cognitive contribution while Xgbest(t− 1)−X(t− 1)
is the social contribution. Finally, w is the so-called inertia
weight [17] balancing global and local search.
According to eq. (10), the processing consists of four steps:
a) Global best update kernel; b) Positions update; c) Fitness
evaluation function; d) Local best update kernel. The four
steps are detailed in the following Subsections.

3.1. Global best update kernel

Following the initial random generation of the population
achieved by the cuRAND library or after a generic itera-
tion step has been accomplished, the best-fitness position
Xgbest(t− 1) is determined by a direct CUDA Thrust call.

3.2. Positions update

Concerning the positions update, eq. (10) shows that, once
the information related to the global best has been achieved,

4



there is no need for any further communication among the
particles. Accordingly, the update can occur in parallel both
across the particles and across the particle dimensions. The
kernel function performing the position update is schemat-
ically reported in Listing 4. For the execution of such a
kernel, different blocks are assigned to handle different par-
ticles, while their corresponding block threads manage the
particle dimensions. Care has been taken to store as much
as possible local (to the thread) temporary data within the
registers while avoiding register spilling. It is noted that
the kernel function in Listing 4 also performs the update
of the best personal particle position. However, to save
global memory storage time, such update is performed only
if the neighboring particles have better personal best posi-
tions than the particle at hand. The particle neighborhood
is evaluated by storage of the relevant arrays in the texture
memory. Further global memory loads are saved by storing
the Boolean update information in the shared memory.

3.3. Fitness evaluation function

Regarding the fitness evaluation, the far field pattern and,
then, the fitness, are calculated for each particle by using
different parallel kernels, including the one implementing
the 2D NED NUFFT.

3.4. Local best update kernel

The local best update kernel is meant to update the personal
best fitness value. In this case, a different thread manages
a different particle. Again, to save global memory storage
time, the update is executed only provided that the neigh-
boring particles have better personal fitness. The neces-
sary minimum value calculations are obtained by in-kernel
Thrust calls.

g l o b a l void g p o s i t i o n s U p d a t e ( . . . ) {

unsigned i n t t i d = b l o c k I d x . x ∗ blockDim . x
+ t h r e a d I d x . x ;

s h a r e d unsigned i n t s u p d a t e ;
s h a r e d unsigned i n t s b e s t I D ;

i f ( t h r e a d I d x . x == 0){
s u p d a t e = d t o b e u p d a t e d [ b l o c k I d x . x ] ;
s b e s t I D = d l o c a l B e s t I D s [ b l o c k I d x . x ]

∗ blockDim . x ;
}

s y n c t h r e a d s ( ) ;

f l o a t pos = d p o s i t i o n s [ t i d ] ;
f l o a t b e s t P o s = d b e s t p e r s o n a l p o s i t i o n s [ t i d ] ;
f l o a t v e l = d v e l o c i t i e s [ t i d ] ;

f l o a t R1 , R2 ;
R1 = c u r a n d u n i f o r m (& d e v S t a t e s [ t i d ] ) ;
R2 = c u r a n d u n i f o r m (& d e v S t a t e s [ t i d ] ) ;

i f ( s u p d a t e ){
b e s t P o s = pos ;
d b e s t p e r s o n a l p o s i t i o n s [ t i d ] = b e s t P o s ; }

t h r e a d f e n c e ( ) ;

v e l ∗= W;
v e l += C1 ∗ R1 ∗ ( b e s t P o s − pos ) ;
v e l += C2 ∗ R2 ∗
( d b e s t p e r s o n a l p o s i t i o n s [ s b e s t I D

+ t h r e a d I d x . x ] − pos ) ;

d v e l o c i t i e s [ t i d ] = v e l ;
pos += v e l ;
pos = min ( pos , c maxValues [ t h r e a d I d x . x ] ) ;
pos = max ( pos , c minVa lues [ t h r e a d I d x . x ] ) ;

d p o s i t i o n s [ t i d ] = pos ; }

Listing 3: Positions update kernel function.

4. Results
The computational performance of the GPU implementa-
tion of the 2D NED-NUFFT algorithm has been compared
with that of an analogous CPU implementation for 2D RAs
having randomly located elements as well as random com-
mand phases [15]. The codes have been run on an In-
tel Core i7-6700K, 4GHz, 4 cores (8 logical processors),
equipped with an NVIDIA GTX 960 card, compute ca-
pability 5.2. Fig. 4 shows the GPU vs. CPU speedup
when RAs havingN elements are considered. The achieved
speedup is larger than 10 even though atomic operations are
employed: atomic operations on modern GPU architectures
are indeed very fast. The speedup also saturates for values
ofN approaching millions of elements due to the saturation
of the GPU resources.
Let us now turn to the results of the RA synthesis. The
antenna here considered is an aperiodic RA working at
14.25GHz, with a circular footprint, z0 = 58.3cm, θf
equal to about 11.2◦, yoff = 11.6cm, feed shape factor
mf = 12.
The POS synthesized according to stages 1-3 of Fig. 1 pro-
vides the number of elements, their coordinates, and the
corresponding command phase. Indeed, the optimization of
the spatial distribution of the elements moves them freely,
but only those elements falling within the assigned circular
antenna footprint are effectively considered as scatterers.
However, constraints on the minimum and the maximum
spacing, equal to 0.49λ and 0.7λ, respectively, are enforced
in all the stages, by discarding solutions not satisfying the
requirements.
A target coverage of South America has been adopted for
the test case, and enforced by two mask functions having
a flat top behavior on the coverage, and a nominal side-
lobe level lower than 40dB. PSO has been executed with a
swarm of 100 particles, by using 56 unknowns, w = 0.721,
C1 = C2 = 1.193. The optimization on 100 iterations
takes about 2hours on a PC equipped with a NVIDIA GTX
960.
A total number of 2032 elements has been considered for
the synthesized RA. The directivity pattern synthesized by
the first stage is reported in Fig. 4, together with the mask
functions (black lines). Finally the synthesized pattern at
the end of stage 3) is shown in Fig. 4.
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Figure 3: Speedup in log-scale of the 2D NED NUFFT im-
plementation.

Figure 4: Directivity pattern synthesized by the PSO.

5. Conclusions
In this paper, the use of GPU computing in reflectarray an-
tenna synthesis has been discussed.
The described approach uses a multi-stage synthesis struc-
ture, using global and local optimizers. Global optimiza-
tion is afforded by a GPU-based implementation of Particle
Swarm Optimization. To reduce the computational burden,
the evaluation of the aperiodic array factor is performed by
a GPU-implemented Non Uniform FFT routine.

References

[1] J. Huang, J.A. Encinar, Reflectarray Antennas, J. Wi-
ley & Sons, Hoboken, NJ, 2008.

[2] J.A. Encinar, M. Arrebola, and G. Toso, A parabolic

Figure 5: Directivity pattern synthesized after stage 3).

reectarray for a bandwidth improved contoured beam
coverages, Proc. of the Europ. Conf. on Antennas
Prop., Edinburgh, UK, Nov. 1116, 2007, pp. 15.

[3] A. Capozzoli, C. Curcio, G. D’Elia, A. Liseno,
P. Vinetti, G. Toso, Aperiodic and non-planar ar-
ray of electromagnetic scatterers, and reflectarray
antenna comprising the same, World Patent Nr.
WO/2011/033388.

[4] A. Capozzoli, C. Curcio, A. Liseno, G. Toso, Fast,
Phase-only synthesis of flat aperiodic reflectarrays,
Progr. Electromagn. Res. 133: 53–89, 2013.

[5] A. Capozzoli, C. Curcio, A. Liseno, G. Toso, Fast,
Phase-Only synthesis of aperiodic reflectarrays using
NUFFTs and CUDA, Progr. Electromagn. Res. 156:
83–103, 2016.

[6] A. Capozzoli, G. D’Elia, Global optimization and an-
tennas synthesis and diagnosis, part one: concepts,
tools, strategies and performances, Progr. Electro-
magn. Res. 56: 195-232, 2006.

[6] D.H. Wolpert, W.G. Macready, No free lunch the-
orems for optimization, IEEE Trans. Evolutionary
Comput., vol. 1, n. 1, pp. 67-82, Apr. 1997.

[7] S.A. Vavasis, Nonlinear Optimization: Complexity Is-
sues, Oxford Science Publication, New York, 1991.

[8] A. S. Nemirovsky, D.B. Yudin, Problem Convexity
and Method Efficiency in Optimization, John Wiley &
Sons, New York, 1983.

[9] J. Kennedy, R. Eberhart, Particle swarm optimiza-
tion, Proc. of the IEEE Int. Conf. on Neural Networks,
Perth, WA, Nov. 27-Dec. 01, 1995, pp. 1942-1948.

6



[10] K. Fourmont, Non-Equispaced Fast Fourier Trans-
forms with applications to tomography, J. Fourier
Anal. Appl., vol. 9, n. 5, pp. 431-450, 2003.

[11] A. Capozzoli, C. Curcio, G. D’Elia, A. Liseno, P.
Vinetti, FFT & aperiodic arrays with phase-only con-
trol and constraints due to super-directivity, mutual
coupling and overall size, Proc. of the 30th ESA An-
tenna Workshop, May 27-30, 2008, pp. 213-216.

[12] A. Capozzoli, C. Curcio, G. D’Elia, A. Liseno, P.
Vinetti, Fast CPU/GPU pattern evaluation of irregu-
lar arrays, ACES J., vol. 25, n. 4, pp. 355-372, Apr.
2010.

[13] A. Capozzoli, C. Curcio, A. Liseno, Optimized
nonuniform FFTs and their application to array factor
computation, IEEE Trans. Antennas Prop., vol. 67, n.
6, pp. 3924-3938, Jun. 2019.

[14] R.M. Tribug, E.S. Belinsky, Fourier Analysis and Ap-
proximation of Functions, Springer Science+Business
Media, Dordrecht, NL, 2004.

[15] A. Capozzoli, C. Curcio, A. Liseno, Non-Uniform
FFT (NUFFT) Algorithms for Antenna Radiation,
Proc. of the 23rd Int. Conf. on Appl. Electromagn. and
Commun., Dubrovnik, Croatia, Sept. 30-Oct. 2, 2019.

[16] L. Mussi, F. Daolio, S. Cagnoni, Evaluation of parti-
cle swarm optimization algorithms within the CUDA
architecture, Information Sciences 181: 4642–4657,
2011.

[17] Y. Shi, R. Eberhart, A modified particle swarm opti-
mizer, Proc. of the IEEE Int. Conf. on Evolutionary
Comput., Anchorage, Ak, May 4-9, 1998, pp. 6973.

7



 Wave Propagation



 AES 2019, LISBON - PORTUGAL, JULY 24 – 26, 2019 

  

Aberration Analysis of Four-lens Slit Spatial Filter for High-power 

Lasers 
 

Han Xiong*, Quanying Wu 
 

School of Mathematics and Physics, Suzhou University of Science and Technology, Suzhou, China 

*corresponding author, E-mail: xh1980xh@126.com 
 

 

Abstract 

For better investigating of the four-lens slit spatial filter to 

be potentially used in high-power lasers, effect of 

aberrations to the filter is numerically studied and analyzed, 

and the corresponding tolerance of each kind of aberration 

is obtained. 

1. Introduction 

Spatial filter [1] is used to improve laser beam quality by 

cleaning off the harmful middle and high spatial frequencies, 

especially in inertial confinement fusion lasers that have 

higher intensities. In addition, spatial filter also bears the 

functions of image relaying and aperture matching. 

Traditional spatial filter consists of two convex lenses with a 

pinhole aperture placed at the common focal plane of the 

two lenses, which is used for cutting off the spatial spectra. 

However, the pinhole diameter has to be small enough for 

efficient spectrum cutoff, therefore it has to withstand 

intense focal spot and result into pinhole closure [2]. To 

lower the focal intensities and postpone the pinhole closure 

time, the focal lengths of the lenses in high power lasers 

have to be long enough, which always leads to large-scaled 

high-power lasers. Besides, high vacuum environment is 

need due to the air breakdown brought from peak focal 

intensity. Fortunately, slit spatial filter, as a kind of novel 

spatial filter, solved the above problems. The slit spatial 

filters can focus the laser beam into a line instead of the 

original spot by introducing cylindrical lenses into filters, 

which can greatly enlarge the focal area and lower the focal 

intensity. As a result, the pinhole closure problem in present 

high-power lasers can be significantly eased or even avoided. 

As for now, four-lens [3], three-lens and two-lens slit spatial 

filters had been proposed, and relative characteristics of 

image relay model and spatial filtering had already been 

studied theoretically and experimentally. Since the intense 

focus in high-power lasers, little deviations in wavefront 

could induce large turbulence in pinhole closure time. In this 

paper, the effect of aberrations to four-lens slit spatial filter 

is studied based on the diffraction theory of aberration [4]. 

2. Numerical simulation of aberration analysis 

As shown in Fig. 1, the four-lens slit spatial filter consists 

of two pairs of cylindrical lenses and two slit apertures, in 

which Lens-v-I, Lens-v-II and Slit-I are for the vertical 

focusing and collimation, and Lens-h-I, Lens-h-II and Slit-II 

are for the horizontal with corresponding focal lengths of 

fv,1, fv,2, fh,1 and fh,2, respectively. 

 

Figure 1: The schematic diagram of the four-lens slit 

spatial filter. 

The incident laser is a 20
th

 super-Gaussian beam with 

diameter of 100 mm, wavelength of 1053 nm, pulse width  

of 10 ns and pulse energy of 1 KJ for single beam, which 

incidents the four-lens slit spatial filter after being 

modulated with Sinc function and then undergoing a 3-

meter-long free propagation. Focal lengths of the lenses in 

filter are all 5 meter, and the cutoff frequency of slit 

apertures is set as 30 times of the diffraction limitation. Due 

to the introduced cylindrical lens, the focusing in meridian 

plane is separated from that in sagittal plane. Distortion, 

astigmatism and coma in meridian or sagittal plane will 

show different effect to the system from each other, so that 

they are all considered individually in the two directions. 

The aberrations are added into the incident laser beam one 

kind for each time. Assuming the wavefront error is (x,y), 

which, with Zernike polynomials, can be expanded as 

shown below: 
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where  is the normalized polar radius and  is the polar 

angle, Z0, Z1, …Z7 and Z8 are the Zernike polynomials, in 

which Z0 is the translation value of the whole wavefront and 

can be omitted here, the others polynomials are shown 

below: 
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Table 1. Zernike polynomials 

Items  
Corresponding 

aberrations 
Cartesian coordinate 

system 

Z1 Distortion-x x 

Z2 Distortion-y y 

Z3 Field curvature -1+2(x
2
+y

2
) 

Z4 Astigmatism-x x
2
-y

2
 

Z5 Astigmatism-y 2xy 

Z6 Coma-x -2x+3x(x
2
+y

2
) 

Z7 Coma-y -2y+3y(x
2
+y

2
) 

Z8 Spherical aberration 6(x
2
+y

2
)

2
-6(x

2
+y

2
)+1 

The introduced aberrations will affect beam quality and far-

field distributions. Near-field contrast and near-field 

modulation are important parameters of beam quality, peak 

intensity is related with the high vacuum environment of 

spatial filter, and the intensity irradiated on inner edge of 

slit apertures seriously involves the pinhole closure time 

and is an important parameter for normal running of high-

power lasers. According to simulation, the near-field 

contrast and the inner edge intensity are the main affected 

parameters, which will be used to determine the tolerance of 

each aberration. For near-field contrast, 10% is the tolerant 

change, and 50% is for the inner edge intensity since 

intensity change within 10% has no apparent effect on the 

ablation of aperture material and closure time. 

 

Figure 2: Deviations of near-field contrast change along 

with the aberrations (A: spherical aberration, B: coma-x, 

C: coma-y, D: field curvature, E: distortion-x, F: 

distortion-y, G: astigmatism-x, H:astigmatism-y). 

 

Figure 3: Deviations of intensity on inner edge of slit-I 

change along with the aberrations. 

As shown in Fig. 2, all kinds of aberrations drop down the 

beam quality, in which the spherical aberration and field 

curvature are the most influenced factors. It can be seen that 

both the coma and the distortion shows no difference in x- 

and y-directions. As shown in Fig. 3 and Fig. 4, the 

introduction of coma-x, coma-y and astigmatism-y changed 

little on the inner edge intensities of both Slit-I and Slit-II, 

and spherical aberration and astigmatism-x show almost the 

same effect on inner edge intensities of Slit-I and Slit-II. 

 

Figure 4: Deviations of intensity on inner edge of slit-II 

change along with the aberrations. 

According to the above results, the tolerances of aberrations 

are summarized, as listed in Table. 2. 

Table 2. Tolerance values of aberrations 

Aberration Tolerance Aberration Tolerance 

Distortion-x 1.90 Astigmatism-x 0.58 

Distortion-y 1.90 Astigmatism-y 1.55 

Field 

curvature 
0.22 

Spherical 

aberration 
0.27 

Coma-x  0.48 Coma-y  0.48 

3. Conclusions 

In this paper, the influence of aberrations to four-lens slit 

spatial filter is numerically studied based on diffraction 

theory of aberration, and the tolerance of all kinds of 

aberrations are obtained according to near-field contrast and 

intensities on inner edge of slit apertures of slits. 
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Abstract 

This paper presents a novel hybrid propagation model for 

solving electromagnetic wave propagation over an irregular 

terrain by incorporating the ground multipath effects into the 

solution efficiently. The proposed method combines the 

advantages of the Two-Way Split-Step Parabolic Equation 

(2W-SSPE) method with the Method of Moments (MoM). 

The 2W-SSPE is used to propagate the waves over long 

distances with less computational load, and the MoM is 

employed to obtain the scattered waves from slanted/curved 

surfaces more accurately compared to the 2W-SSPE 

formalism which employs staircasing approximation for 

terrain modeling. The numerical results of a representative 

example, which has been modeled by the hybrid 

SSPE+MoM, as well as by the standard 2W-SSPE, are also 

presented. 

1. INTRODUCTION 

The Split-Step Parabolic Equation (SSPE) method is an 

efficient method which can be used to solve electromagnetic 

wave propagation over terrain by taking some tropospheric, 

especially ducting, effects into account [1]. It can easily be 

employed for long-range propagation problems because it can 

obtain the field distribution in an electrically-large 

computational domain with less computational burden, which 

cannot be handled by standard full-wave solvers due to the 

necessity for small mesh resolution to obtain accurate results. 

The SSPE method solves an initial-value problem starting 

from an initial range and marching out in range by obtaining 

the field at each range step. In this manner, long-range 

propagation problems can be solved in a relatively-short CPU 

time with less memory. However, since the standard SSPE is 

a one-way method, which models only forward-propagating 

waves, it cannot take account of backward-propagating waves 

which are important for modeling multipath effects in a 

terrain environment. The Two-Way SSPE (2W-SSPE) 

method has been introduced by using a forward-backward 

formalism to incorporate the effects of multipath effects into 

the solution [2]. The 2W-SSPE method was implemented in 

PETOOL [3] by using a staircase approximation over an 

irregular terrain. Although the staircase approximation 

provides reliable results in most cases, the accuracy of the 

2W-SSPE method can be improved by modeling 

curved/slanted surfaces by using a more efficient approach 

rather than the staircase approach. 

 

In this study, a novel hybrid method is proposed for modeling 

electromagnetic wave propagation over an irregular terrain, 

by combining the 2W-SSPE method with the Method of 

Moments (MoM). The MoM is an integral equation-based 

full-wave method, and can successfully be used to mitigate 

the staircasing error by solving the scattered field problem 

over the irregular part of the Earth’s surface. Therefore, the 

hybridization of the two methods is done as follows: The 

MoM is used to obtain the scattered waves from 

slanted/curved surfaces, whereas the 2W-SSPE is used to 

propagate the waves over long distances. In this manner, a 

more efficient propagation model is developed by combining 

the strengths of both methods. After briefly summarizing the 

proposed method, the numerical results of some 

representative examples are presented. 

2. FOURIER-BASED SPLIT-STEP SOLUTION 

OF PARABOLIC EQUATION 

The parabolic equation is derived from the two-dimensional 

Helmholtz equation by using a paraxial approximation.  The 

rapidly varying phase term is separated, and a reduced 

function that varies slowly in range for propagation angles 

close to the paraxial direction is obtained. The details of the 

parabolic equation modeling and the SSPE methods can be 

found in [1-3]. In Cartesian coordinates (𝑥, 𝑦, 𝑧),  in 

accordance with the expansion of the pseudo-differential 

operator, the wide-angle split-step solution of the scalar wave 

equation for forward and backward propagation for 

horizontal polarization is determined by (assuming 𝑒−𝑖𝑡 

time-dependence) 

             𝑢(𝑥  Δ𝑥, 𝑧) =

            𝑒𝑖𝑘(𝑛−1)Δ𝑥  𝐹−1{𝑒
−

𝑖𝑝2Δ𝑥

𝑘
(√1−

𝑝2

𝑘2+1)

−1

𝐹[𝑢(𝑥, 𝑧)]}      (1) 

where u(x, z) is the propagating wave, x and z are the range 

and the height respectively, k = 2/ is the wave number 

where  is the wavelength, n is the refractive index, F 

indicates the Fourier transform, 𝐹−1  is the inverse Fourier 

transform, 𝑝 = 𝑘𝑠𝑖𝑛   is the transform variable ( is the 

propagation angle) and Δ𝑥 is the range step size. 
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Figure 1: Modeling by the SSPE+MoM hybrid method. 

3. METHOD OF MOMENTS 

For horizontal polarization, the Electric Field Integral 

Equation (EFIE) with 𝑒𝑗𝑡  time-dependence is expressed by 

𝑘

4
∫ 𝐽𝑧(𝐫′)

𝐶′  𝐻0
(2)

(𝑘|𝐫 − 𝐫′|)𝑑𝑙′ =  𝐸𝑧
𝑖(𝐫)        (2) 

In this equation,  𝐻0
(2)

 is Hankel function of second kind 

(zero-order), 𝐫′  and r are the source point vector and 

observation point vector respectively, 𝐽𝑧  is the induced 

current density on the surface,  is the intrinsic impedance of 

the free-space, 𝐶′ is the boundary of the surface and 𝐸𝑧
𝑖(𝐫) is 

the incident wave which is computed by the SSPE in (1). 

4. THE HYBRID METHOD 

The hybrid method is illustrated in Fig. 1. The first step in the 

hybrid method is to use the SSPE to obtain the field in the 

computational domain assuming that the flat Earth exists in 

the absence of terrain irregularities. The computed field is 

used as the excitation/incident field in MoM at the surface of 

the terrain. In the second step, the MoM is solved by using 

the incident field derived from the SSPE method, and the 

induced current densities are determined on the terrain 

surface. Afterwards, the induced currents lying on the surface 

between two consecutive range steps are radiated to obtain 

the fields at the corresponding range steps (i.e., dashed lines). 

For example, the currents on the surface lying between 𝑁Δ𝑥 

and (𝑁 + 1)Δ𝑥 range steps are used to determine the fields at 

these ranges steps. Finally, the SSPE is employed to 

propagate the fields at the range steps back and forth to obtain 

the field distribution in the whole computational domain by 

superposing all field components. Note that the scattered field 

at 𝑁Δ𝑥 range step is marched back by reversing the paraxial 

direction and, the scattered field at (𝑁 + 1)Δ𝑥 range step is 

marched in the forward direction. 

5. NUMERICAL EXAMPLES 

A numerical example is considered, where a triangular terrain 

profile exists over the Earth as shown in Fig. 2. The 

transmitter antenna’s beam pointing angle is 0 degree, and the 

3dB beamwidth is 0.5 degree. The antenna is located at 𝑥 =
0 km range and 𝑧 = 25 m height. The frequency is 600MHz. 

The propagation factor (PF) maps are shown in Fig. 2. The 

PF is plotted at 𝑥 = 1.65km range as a function of height in 

Fig. 3(a), and at 𝑧 = 100m height as a function of range in 

Fig. 3(b). It is clearly observed from Fig. 2 that the multipath 

effects from the slanted face of the triangular terrain are 

modeled more accurately by the hybrid method. 

6. CONCLUSIONS 

A new hybrid method has been presented for modeling 

electromagnetic wave propagation by using the 2W-SSPE 

and MoM methods. It is observed that the backscattered 

waves are modeled more effectively by the hybrid method 

when there are curved/slanted objects on the Earth’s surface. 

In the near future, this method will be applied to more general 

electromagnetic problems which include ducting conditions. 

 

(a) 

 

(b) 

 

Figure 2: PF maps: (a) 2W-SSPE, (b) SSPE+MoM. (𝛥𝑥 =
5 m, 𝛥𝑧 = 0.35m) 

 

 
(a) 

 
 

 
(b) 

Figure 3: PF plots: (a) At x = 1.65km, (b) at z =100m. 
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Abstract 

A new paradigm for investigations in nano-optics and optics 

of metamaterials is put forward. This paradigm is based on 

simultaneous use of notions of both sources and sinks of 

energy and allows one to realize rich potential of 

metamaterials. 

  

1. Introduction 

Usually, to describe optical and electromagnetic 

phenomena, the notion of an energy source is used. 

However, due to energy conservation the energy sinks 

should also be taken into account. Usually, the energy flow 

is going from the source to infinity, and in this case the 

infinity point can be considered as the energy sink. In my 

talk, I will present a new paradigm for investigation of 

nano-optics and optics of metamaterials. This paradigm is 

based on simultaneous use of notions both of sources and 

sinks of energy and allows one to realize rich potential of 

metamaterials. 

2. Sources, sinks, and lumped absorbers in free 

space 

Let me start with discussion of how the energy radiated by 

an excited atom (one photon) can be fully absorbed by 

another atom and how the energy sink notion can be useful 

to describe this process. In Fig.1a, one can see streamlines 

for the emitting dipole and the absorbing nanoparticle  

( ) ( ) ( ) ( ) ( )1 1

0 0 0 0 0 0zH H k H k= + + −r r r r r  ,                  (1) 

where 
( )1

0H  stands for the Hankel function of the first kind, 

(outgoing waves) and   stands for the polarizability of the 

absorber.  

From Fig.1a, one can see that the power outgoing from the 

dipole source is almost fully absorbed by a passive 

nanoparticle due to interference effects. As a result, we have 

a perfect lumped absorber. 

 In Fig.1b, the streamlines for the radiating source (outgoing 

waves,
( )1

0H ) and the power sink (incoming waves,
( )2

0H ) 

( ) ( ) ( ) ( ) ( )1 2

0 0 0 0 0 0zH H k H k= + + −r r r r r                  (2) 

are shown. 

Comparing these pictures, one can see that the streamlines 

are almost the same although the systems are very different 

from the physical point of view.  

Then, I will discuss how Perfect Electric Conductor (PEC) 

or Photonic Crystal (PC) cavity can improve the efficiency 

and localization of photon absorption process.

 

Figure 1: Streamlines for a dipole source and a point absorber (eq. (1), a) and for a dipole source and a sink (eq. (2), b) 
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3. Lumped absorbers and power sinks in a Negative 

Index Metamaterial (NIM) 

It is known that a dipole source near the NIM interface ( < 

0) with small losses results in resonance excitation of surface 

waves of infinite amplitude. However, the excitation of the 

surface waves can be suppressed if one put a (ghost) sink of 

energy inside the NIM. In this case, the exact analytical 

solutions can be written as [1,2]: 

 

( ) ( )

( ) ( )

1

0 0 0

1

0 0 0

, 0

, 0

z

H k x
x

H

H k x
x


+ 

= 
− − 

 

r r

r r

                                 (3) 

The corresponding streamlines of Poynting vector are shown 

in Fig. 2.   

                                vacuum                NIM  

 

 
 

Figure 2: Streamlines for a dipole source and a sink 

 

From Fig.2, one can see that the power emitted by the source 

is fully absorbed by the sink. 

The solution (3) is not fully physical. However, if one put a 

point absorber instead of a sink, one will have the same 

picture of streamlines [3,4]. That is why one can design 

perfect lumped absorbers with making use of the NIM 

interface. 

A fully analogous situation takes place in the case of a NIM 

slab of a finite thickness [1,5] and some other geometries. 

4. Sources and sinks for electrons in graphene 

The interplay between power sources and sinks is a very 

general phenomenon, and one can observe it in different 

branches of physics. In this section, we will show that an 

analogous situation occurs in graphene half of which has 

negative refraction for electrons due to external potential 

V=2E applied [2]: 

 
  ( ) ( )

 

2

0+ E , 0

E 0, 0

sourcei j x

i x

 



 = − 

 = 

r r 

  −
 , (4) 

where  ,x y =σ   are the Pauli matrices and   1,0sourcej = . 

The solution of eq. (4) is very similar to eq. (3) and has the 

following form (  sink 0,1j = ):  
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 

  (5) 

The current flows for (5) are shown in Fig.3. 

                            V=0                        V=2E 

 
Figure 3: Streamlines for a source and a sink for electrons in 

graphene. 

 

It is interesting to note that in contrast to an electrodynamics 

case, there is a field reflected from a sink in the domain of a 

source. 

It is very important that the notion of sink in electronics is 

fully physical and there is no need to use absorbers instead of 

sinks. 

  

5. Conclusions 

Our results show that lumped power sinks and perfect 

absorbers are natural and universal phenomena at large. They 

can be used for development of new optical and electronic 

nanodevices on the base of new metamaterials. 
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Abstract 
This paper discusses machine learning approaches to solve 
full-wave inverse scattering problem and gives a brief 
review on this topic. In terms of representing scatterers, 
both parameterization representation and pixel-bases 
representation are discussed. This paper primarily focuses 
on pixel-bases representation since it is more versatile. 
Learning approaches for solving ISPs are categorized into 
three types. Each type is introduced, together with its 
advantages and disadvantages. We also give some 
guidelines that are useful in applying learning approaches to 
solve inverse scattering problems.  

1. Introduction 
Inverse scattering problems (ISPs) consists of determining 
the property of an unknown scatterer, such as its shape, 
position, size, and electrical properties from the 
measurement data that record how it scatters off incoming 
wave fields. Due to the contactless property of wave 
propagation, the imaging techniques based on ISPs have 
wide real-world applications, such as geophysics, 
biomedical imaging, nondestructive evaluation, through-
wall imaging, remote sensing, and security checks. The ISPs 
are well-known to be challenging since they are intrinsically 
ill-posed and usually highly nonlinear. 

ISPs can be solved by either traditional optimization 
approaches or learning approaches where neural network is 
first trained and then is used for reconstruction. 

In early stage of machine learning approach for solving 
ISPs, neural network is able to extract rather general 
information of scatterers that is parameterized by only few 
parameters, such as the positions, sizes, shapes (such as 
radius for a circle), and piecewise-constant permittivities. 
However, the scope of such a parameterization approach is 
quite limited since scatterers’ shape can be irregular, their 
number can be arbitrary, and scatterers can be spatially 
inhomogeneous. 

A more powerful and versatile approach to represent 
scatterers is to use nature pixel basis, i.e., pulse basis, where 
the value of permittivity/conductivity of each pixel is an 
independent parameter. Learning approaches for solving 
ISPs are categorized into three types: direct application of 
learning; leaning a routine or step that is within the 
framework of iterative inversion solvers; new design of 

input-output pair for neural network. Each type is 
introduced, together with its advantages and disadvantages. 
 
Summaries should be submitted electronically via 
http://mysymposia.org as a processed PDF. 
Acknowledgement of receipt of the submission will be sent 
to the contact-author e-mail address. 

2. Conclusion 
When applying machine learning to solve an inverse 
problem, a deep understanding of the corresponding forward 
problem is desirable. In solving ISPs, the concept of induced 
current plays an essential role in machine learning 
approaches, which enables us to design architecture of 
learning machine such that unnecessary computational effort 
spent in learning wave physics is minimized or avoided. The 
following guidelines are found useful in applying learning 
approaches to solve ISPs: (1) To construct input-output pairs 
in a way such that output depends in a much less nonlinear 
way on input. (2) To avoid directly dealing with 
measurement data, where neural network has to spend 
unnecessary cost to train and learn underlying wave physics. 
We should extract out as much as possible what people can 
do and leave the remaining to machine. 

 

http://mysymposia.org/
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Abstract 
For several years, research on radio wave propagation 
within vegetation areas was something like a byproduct of 
radio science groups. The growing needs of connectivity 
everywhere, including rural, forest and vegetation areas, 
boosted the interest on such research during the beginnings 
of 21st century. 
Nowadays, having even an ITU-R recommendation, it 
seems that it is an almost close field of interest. However, 
future needing would re-open the interest on such ambit, 
and this invited talk focus on different possibilities arising. 

1. Introduction 
Radio wave propagation still represents an important issue 
in deployment of a radio system. Although most research 
focus on indoor or outdoor-to-indoor propagation, as this 
kind of environments concentrate most of the users of radio 
communications (cellular and wireless systems), other rural 
or suburban areas are gaining interest: digitization of 
agriculture and livestock activities, sensing of forests and 
crops, Internet of the Things applications, emergency 
communications, and so on. Such activities could occur 
within forest or, at least, vegetated areas. Thus, a good 
knowledge of propagation conditions in such scenarios 
becomes interesting and deserves a deep study. The interest 
will grow in the immediate future, as deployment of new 
communication networks based on Fifth Generation (5G) 
paradigms will increase exponentially the possibilities of 
communication and, with them, the applications everywhere 
a wireless link can help in providing a new or traditional 
service. 
Research on propagation within vegetation includes several 
experimental works, involving measurements and analysis 
of gathered data; some propagation models, with different 
origins both theoretical and based on real world data; and 
even an ITU-R recommendation [1]. Besides those 
researches focused on improving the coverage or the range 
within vegetation, there are also some contributions that get 
advantages on the attenuation or scattering induced by trees 
and shrubbery to provide security or privacy to the network 
users. Thus, the effect of vegetation is both interesting in 
terms of radio propagation aspects and in terms of 
cybersecurity at OSI model’s Physical layer. 

It could seem that this research area is closed. But, which are 
the new challenges for future communication systems in 
vegetation environments? The deployment of 5G mobile 
systems opens a new gate in rural and suburban outdoor 
areas. The worldwide connectivity, reaching remote wild 
areas, is another field of interest when vegetation cuts 
satellite to land links. Higher and higher frequencies 
expected to be used for communications, as terahertz bands, 
could be explored even in rural links. And the ITU-R 
Recommendation must be, at least, tested for being used at 
such new frequencies of operation. Thus, the research area is 
still open to new proposals, ideas, and developments. 
On the other hand, the possible use of vegetation elements as 
a way to control or limit the non-desired access to a wireless 
network in order to improve information security and to 
protect data and systems from external attacks is a field with 
development possibilities. 
All those opportunities deserve a future-eyed analysis, 
reflecting on the future trends of radio links within forests 
and vegetation areas, and this is the focus of this invited talk. 
The organization, after this introduction, begins with a 
summary of past contributions in terms of measurements in 
section 2, and then of models in section 3, classifying the 
last years’ activities in different categories to organize and 
explain the various insights. Then, an analysis of the open 
scenarios towards future work configures section 4, in a 
personal view of the ways of development within the topic. 
Finally, section 5 depicts the main conclusions, acting as a 
summary for this contribution. 

2. Measurement-based research 
During decades, different research groups provided a 
collection of experimental contributions regarding 
propagation within vegetation environments. Although most 
of them followed narrowband principles, there are few 
wideband-based.  
The variety of published results is very wide, from very 
pitched studies, which put the focus on the specific effects 
of a particular vegetation variety, to wider researches 
including several species, a selection of specimen, various 
configurations or environments, and then provide a more 
general insight on their proposals. 
Next subsections analyze some of these contributions, those 
considered more relevant in a personal optics. 
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2.1. Narrowband results 

Older studies focused on the attenuation induced by 
individual specimen of different tree species, analyzing the 
effect of the specific characteristics (wood density, water 
content, size and shape of the leaves, canopy density, and so 
on) on the received power within the shadow area behind 
the vegetal element [2]. 
There are several developments within this category, as 
different authors used a variety of methods to provide 
insight on the behavior of isolated specimen. Experiments 
are made in both bi-static [3] or monostatic configuration 
[4], and taking into account the effect of wind at different 
speeds on the electromagnetic performance of the 
vegetation in terms of attenuation and scattering. 
The scattering is also the focus of some previous works as 
[5] or [6]. 
With the explosion of cellular mobile systems, the interest 
moved to analyze the effect of groups of trees, or even 
forests, at frequencies used to provide such services [7]. 
There are also proposals to use vegetation barriers or fences 
(composed only by trees or combined with lattice or other 
supported structures) [8-11] to reduce the electromagnetic 
pollution in specific areas (kinder gardens, geriatric 
hospitals, primary schools, playing parks, and similar), 
which included large measurement campaigns involving 
several species and environments. Some of those 
experiments were performed within real world scenarios 
[9], whereas most of them used controlled environments [8, 
11] and even anechoic chambers [10]. 
There are also some experiences in analyzing groups of 
trees in actual scenarios, involving the use of complex 
measurement vans [12]. 
In recent years, when internet of things and sensing 
applications discover its usefulness in forest areas for 
detecting fires, for helping in connecting emergency staff 
during or after catastrophic events, etc., the interest on 
propagation models for predicting radio propagation 
behavior re-grow. And most of these models are based on 
large measurement campaigns [13-16]. The analysis of such 
measurement outcomes provide attenuation data [13-15] or 
short-term evolutions [16] 
As a result of such publications, we have attenuation data at 
different frequency bands for several isolated vegetation 
specimens or for a combination or group of trees. 
 

2.2. Wideband results 

Measurement campaigns on wideband bases are less 
popular due to the increased complexity of such 
measurement systems, and its requirements in terms of 
power supply and, what is not less important, on stability of 
that supply. Urban parks could be as complex as streets for 
doing wideband measurements, but when moving to wild 
forests, complexity grows and less research groups 
worldwide performed this kind of research. 
An example of such kind of results is [17], where the use of 
a complex measurement system allowed the researchers to 
provide wideband data at 60 GHz band. 

3. Models for radio wave propagation within 
vegetation 

Most of the models belong to the group of experimental 
models; this means that they come from measurements 
which outcomes are used to tune mathematical equations or, 
directly, to extract values for the variables of statistics 
expressions. 
Although, in the limit, deterministic models directly arising 
from Maxwell equations could be defined, and so that 
Electromagnetic simulation tools based on method of 
moments or finite elements method would provide exact 
solutions, the own nature of a forest or even a tree, with 
highly complex structures and natural variability of many 
parameters (seasonal evolution, moisture contents, wind 
movement, etc.) discard these solutions compared to those 
involved some probabilistic elements that deal with such 
unpredictable variations [18]. 
More complex models, including fractal techniques as 
Lindemayer systems [19], has been also proposed in the 
past, although they did not experiment a long evolution. 
Along last years, different research groups have presented 
models from simple attenuation with distance within forests 
of different vegetal species to artificial intelligence proposal 
based on neural networks [20-22], passing through more or 
less complex mathematical proposals.  

4. The open scenarios 
Future systems (or near future applications) would involve 
also future research. Propagation within vegetation appear as 
one of the scenarios to be considered as technology extends 
far away initial places, and city centers are not the only 
deployment areas. In such conditions, some ideas arise 
related to different near future developments: 

• 5G. The main issue would be the selected 
frequency band. As previously investigated, the 3.5 
GHz band seems viable for transmitting even 
within a forest or a densely vegetated area. 
However, millimeter wave bands suffer strong 
propagation problems in very dispersive places, 
with deep multipath phenomena. In such places, an 
a priori estimation based on experience would not 
be too optimistic in terms of usability.  

• Autonomous car. Cars driving by themselves, using 
radio communication and radio location systems 
intend to be the future of human mobility. A 
confident system must base on a full-assured 
connectivity independently of the environment: it 
has to work at cities, but also at rural forested 
environments.  

• Terahertz bands. Looking for clean bands, some 
proposals move communication systems towards 
terahertz bands. The behavior of trees and forests at 
these bands, which are in the frontiers of radio 
waves and fotonics, needs to be studied and 
deserves deeper research. 

• Internet of Things. Sensing everywhere, with more 
and more interconnected sensors, seems to be the 
future of our living standards. All among those that 
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are intended to be installed within forests or parks 
will need the support of clear and simple 
propagation models in order to provide the 
expected performance. 

• Cybersecurity. Another collateral application of 
such research could be the definition of coverage 
areas for wireless LANs in such a way that the 
vegetation would protect the system and its related 
information from malicious or non-desired access 
that could compromise the security or the integrity 
of data and equipment. In the modern context, any 
proposal contributing to improve cybersecurity of 
radio system must be considered and deserves a 
deep analysis. 

In fact, there would be many other scenarios related to future 
and present radio systems interacting with vegetation 
environments. In most of them, new research, new 
measurements and new models would be required. And, 
then, the floor is open for new contributions. 

5. Conclusions 
Although propagation within vegetation has been an up-to-
the-date topic in the beginnings of the 21st century, it seems 
that everything has been done in such research area. 
This invited talk goes through that has been done during last 
decades, but it also analyses some open scenarios that 
allows the researchers in this field to maintain the interest 
and to work in providing solutions to current and also future 
problems. 
The proposal is to analyze what it has been done, and where 
are the possible new actions to be taken in the near future to 
provide advances in this domain: the extension of radio 
systems to unexpected scenarios or applications represents 
an opportunity to spread also the pitch of the research on 
radio propagation within vegetation areas or elements. 
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Abstract
This work develops sparse polynomial models for investi-
gating the response of electromagnetic filtering structures,
when the design of the latter is affected by a number of un-
certain variables. The proposed approach describes an im-
proved implementation framework for contemporary Com-
pressed Sensing techniques, which are known for their ca-
pacity to reconstruct sparse signals with a limited number
of samples. Unlike typical implementations, the necessary
set of basis functions is formulated after performing an ini-
tial estimation of partial variances that, despite being com-
putationally cheap, provides sufficient information for the
impact of each variable on the output. A number of numer-
ical tests on different filter configurations verify the reliabil-
ity of the presented methodology, display its efficiency, and
unveil the performance of the considered structures, when
operated under uncertainty.

1. Introduction
Electromagnetic (EM) filtering structures appear in numer-
ous classic and modern applications spanning diverse parts
of the spectrum, including the radio- [1], microwave- [2],
millimeter- [3], THz- [4] and optical- [5] frequency bands,
to name a few representative instances. In most cases,
the consistent operation of such configurations requires the
compliance with specific – and probably firm – design
guidelines, and deviations from the latter are likely to cause
performance degradation or even failures. Consequently,
the ability to predict the response of filtering structures un-
der uncertainty conditions appears to be a matter of impor-
tance, due to the necessity for assessing key features, such
as their functionality sensitivity on potential manufacturing
flaws.

Given the aforementioned framework, the computation
of generalized polynomial-chaos (PC) expansions [6] of
stochastic quantities of interest (QoIs) is considered an at-
tractive solution, as these are used extensively in the con-
struction of surrogate models for problems with uncertain-
ties. When a QoI depends on a small or moderate number
of random variables, PC approaches are proven to perform
more efficiently than traditional methodologies, among
which Monte-Carlo (MC) techniques [7] constitute com-
mon choices. On the other hand, these high-performance

levels of the PC expansions are not always guaranteed and
their computation may require more advanced approaches,
in case of several random inputs or expensive determinis-
tic models. This stems from the fact that the computational
cost for the determination of the pertinent expansion coef-
ficients is directly related to the number of basis functions
used in the PC formulae. In general, finding efficient so-
lutions for multi-dimensional stochastic problems is a non-
trivial, but of crucial importance, issue and a number of
different solutions have been proposed, including sparse
grids [8], alternative construction methodologies for the ba-
sis sets [9], adaptive schemes [10], etc.

Regarding the development of sparse PC models (i.e.
models with a low number of terms), Compressed Sens-
ing (CS) is known to be more cost-effective than stan-
dard methodologies (e.g. least-squares techniques), pro-
vided that the PC coefficients form a sufficiently sparse vec-
tor [11]. The efficiency of CS stems from the fact that the
reconstruction of sparse vectors is possible using a limited
number of samples, which can be smaller than the num-
ber of unknowns. As regression methodologies commonly
require increased amounts of samples (two to three times
the number of unknowns) to formulate an over-determined
system, one easily recognizes the advantages that CS has to
offer. These capabilities have been recently exploited with
success in the context of PC methodologies [12–14], and
will be also used extensively in the present work.

In this paper, we adopt a CS approach for the study of
stochastic problems involving filters, considering that their
responses are commonly affected by several EM or geo-
metric factors. We propose the incorporation of an extra
stage before the computation of the PC expansion coeffi-
cients, within which an approximate variance analysis is
conducted in a cost-effective fashion. Thus, an initial esti-
mation of the importance of each input is formed, according
to which unnecessary basis functions may be dropped with-
out accuracy compromise, improving eventually the overall
efficiency. Until today, only a limited number of works have
given attention to the truncation scheme of the PC expan-
sions, in the context of CS techniques (for instance, [14]
develops an adaptive basis-selection methodology that can
be used in conjunction with ℓ1-minimization). A number
of numerical tests display the reliability of the suggested



approach for the development of sparse PC models, when
filtering configurations operate under uncertain conditions,
and useful statistics characterizing their stochastic behavior
are computed.

2. Methodology
2.1. Polynomial-Chaos Expansions

Suppose that the QoI y is a function of d independent ran-
dom variables ξ = [ξ1 . . . ξd]

T , as well as of some de-
terministic variables represented by ζ (e.g. frequency). A
truncated PC representation of y has the form

y(ζ; ξ) ≃ ŷ(ζ; ξ) =
∑
α∈A

cα(ζ)Ψα(ξ) (1)

where α = (α1, . . . , αd) ∈ Nd
0 is a multi-index, cα are

the expansion coefficients, Ψα are the basis functions, and
A is the set of basis indices [6]. The basis functions are
constructed via

Ψα(ξ) =

d∏
i=1

ψαi(ξi) (2)

where ψαi
is a univariate polynomial of degree αi, selected

according to the Askey scheme [6], which matches the ba-
sis functions with the distribution of the input variables for
optimum performance. In this work, we consider uniformly
distributed random variables, and the suitable choice in this
case corresponds to Legendre polynomials. The basis func-
tions are orthogonal with respect to the joint probability
density function (pdf),

f(ξ) =

d∏
i=1

fi(ξi) (3)

where fi(ξi) is the pdf of the i-th variable. Consequently, it
is
〈
Ψαi

(ξ),Ψαj
(ξ)

〉
= ∥Ψαi(ξ)∥

2
δαiαj , where

〈
Ψαi

(ξ),Ψαj
(ξ)

〉
=

∫
Ω

Ψαi
(ξ)Ψαj

(ξ)f(ξ) dξ (4)

∥Ψαi
(ξ)∥2 = ⟨Ψαi

(ξ),Ψαi
(ξ)⟩, δαiαj

= 1 if αi = αj

and δαiαj
= 0 in any other case, and Ω is the d-dimensional

random space.
Furthermore, A is constructed according to a certain

truncation rule. For example,

Aq = {α ∈ Nd
0 : ∥α∥q ≤ p} (5)

where p is the selected polynomial order and

∥α∥q = (αq
1 + . . . αq

d)
1/q (6)

with q ≤ 1. The cardinality N + 1 of A1 (q = 1) in (5),
which corresponds to the total-degree rule, is

N + 1 =
(p+ d)!

p!d!
(7)
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Figure 1: Index sets for different truncation schemes when
d = 3: (a) isotropic truncation with p = 10 and q = 1
(286 functions), (b) isotropic truncation with p = 10 and
q = 0.7 (120 functions), (c) anisotropic truncation with
p1 = 10, p2 = 8, p3 = 6 and q = 1 (139 functions), and
(d) anisotropic truncation with p1 = 10, p2 = 8, p3 = 6
and q = 0.7 (72 functions).

and attains large values in case of stochastic problems with
several dimensions. The reduction of the number of basis
function is possible by resorting to hyperbolic indexing [9],
which amounts to selecting q < 1. In this way, functions
describing complex contributions are excluded from the ba-
sis set. Furthermore, anisotropic index sets may be con-
structed by enforcing a different maximum polynomial or-
der (p1, . . . , pd) for each variable. Such an approach can
be useful, when information about the impact of each in-
put on the QoI is already available [15]. It is noted that
the anisotropic and hyperbolic truncation rules can be eas-
ily combined and adapted to a problem’s needs. Some
representative examples of the aforementioned truncation
schemes when d = 3 can be found in Fig. 1.

Finally, the availability of a PC expansion enables the
direct computation of fundamental statistics, such as the ex-
pected value and the variance of y, according to

E{y} = cα0
(8)

σ2{y} =
∑

α∈A\{α0}

c2α(ζ)∥Ψα(ξ)∥2 (9)

respectively, where α0 = (0, 0, . . . , 0).

2.2. Compressed Sensing

The computation of the expansion coefficients of a PC se-
ries necessitates the availability of a number of determinis-
tic samples yi, i = 1, . . . , Nt, for which an equal number of
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input vectors ξ(i) needs to be selected. Using (1), a system
of the form

Ψc = y (10)

is derived, where

Ψ =


Ψα0(ξ

(1)) Ψα1(ξ
(1)) . . . ΨαN

(ξ(1))
Ψα0

(ξ(2)) Ψα1
(ξ(2)) . . . ΨαN

(ξ(2))
...

...
. . .

...
Ψα0(ξ

(Nt)) Ψα1(ξ
(Nt)) . . . ΨαN

(ξ(Nt))


(11)

c is the vector of expansion coefficients,
α0, . . . ,αN are the N + 1 elements of A, and
y = [y(ζ; ξ(1)) y(ζ; ξ(2)) . . . y(ζ; ξ(Nt))]T is the
vector of the output samples. In a standard line of
work, the system (10) is overdetermined by selecting
Nt = (2 ∼ 3) × (N + 1), and a typical least-squares
approach can be applied. Evidently, the computational cost
involved in the construction of y may become undesirably
large, in case of several random dimensions and/or com-
putationally expensive deterministic models. On the other
hand, CS may be selected in case of under-determined
systems (Nt < N + 1), as long as the vector c is sparse
(i.e. only a few elements are non-zero). Naturally, PC
expansions are rarely sparse, yet they feature expansion
coefficients with rapidly decaying magnitude in most cases.
Thus, the information regarding the stochastic properties
of a QoI is concentrated in a limited number of terms, and
a sparse formula can be sufficient.

Specifically, CS approaches determine the PC coeffi-
cients by solving the ℓ0-minimization problem

ĉ = argmin
c

∥c∥0 subject to Ψc = y (12)

where ∥.∥0 is the number of non-zero elements contained in
the argument. Given that (17) is an NP-hard problem, a di-
rect solution is not realistic. On the other hand, an approx-
imate solution can be found with the Orthogonal Matching
Pursuit (OMP), which is a greedy algorithm. OMP features
an iterative procedure, according to which a set of active-
column indices B(i) (initially, B(0) = ∅) is enriched af-
ter the i-th iteration, until the required number of non-zero
coefficients is reached, or when the residual r(i) satisfies
a specific criterion (initially, r(0) = y). In more detail,
the column v of Ψ that is most correlated with the cur-
rent residual, excluding those whose indices are already in
B(i−1), is selected at each iteration. The index of the most
suitable column is identified via

j∗ = argmax
j /∈B(i−1)

ΨT
j r

(i−1)

∥Ψj∥2
(13)

and the active column-index set is updated by adding the
aforementioned element:

B(i) = B(i−1) ∪ {j∗} (14)

The coefficients are updated via

c(i) = argmin
∥∥∥y −Ψ(i)c

∥∥∥
2

(15)

where Ψ(i) comprises only those columns of Ψ described
by B(i). The solution of (15) is computed via least-squares.
In the final step of the iterative procedure, the residual is
updated via

r(i) = y −Ψ(i)c(i) (16)

As several studies have shown, the most significant features
of OMP are its simplicity and rapid implementation.

Alternatively, the ℓ1-minimization problem can be
solved,

ĉ = argmin
c

∥c∥1 subject to Ψc = y (17)

where ∥α∥1 =
∑d

i=1 |αi| (this problem is commonly re-
ferred to as Basis Pursuit). In case of non-exact representa-
tions, a non-zero error threshold ϵ can be defined (in order
to avoid the strict condition Ψc = y) and the minimization
problem is formulated as

ĉ = argmin
c

∥c∥1 subject to ∥Ψc− y∥2 ≤ ϵ (18)

This is known as Basis Pursuit Denoising. In the present
study, we use the SPGL1 package [16] for performing ℓ1-
minimization, which is based on the Spectral Projected Gra-
dient algorithm [17], and has been already utilized in sev-
eral pertinent publications [12, 13, 18].

2.3. Basis Selection via Variance Analysis

Typical PC approaches involve the a priori selection of the
basis set, according e.g. to the total-degree rule or a hy-
perbolic truncation scheme. Instead of choosing the basis
functions in this manner, we propose performing a prelimi-
nary screening of the input variables, so that their potential
impact on the QoI is assessed, at least in an approximate
fashion. Towards this goal, one may consider computing
the first-order Sobol indices Si, i = 1, . . . , d, as proposed
in other similar strategies [19], before proceeding to the fi-
nal calculation of the PC expansion. It is reminded that
the Sobol indices constitute a standard measure for global
sensitivity analysis. If a PC representation of the QoI y is
available, then the Sobol index that corresponds to the i-th
variable is computed via

Si =

∑
α∈Ai

c2α∥Ψα∥2

σ2{y}
(19)

where Ai = {α ∈ A : αi ̸= 0, αj ̸=i = 0}. The numerator
in (19) corresponds to the conditional variance due to the ξi
variable only, without taking into account combined inter-
actions of ξi with other variables. Evidently, computing the
variance in the denominator of (19) requires the availability
of all but one PC coefficients. To enable a more practical
solution, we assume a sparse initial PC approximation that
comprises only univariate polynomials:

A∗ = {α ∈ Nd
0 : ∥α∥0 = 1, αi ≤ p} (20)
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Figure 2: Geometry of the periodic-grating optical fil-
ter, depicting the geometric parameters that are considered
stochastic.

where the cardinality of A∗ is (p × d + 1), which is quite
small. As we need the Si values just for screening pur-
poses, only the conditional variances in the numerator of
(19) affect the ordering (according to their significance) of
the input variables. In this way, it is possible to identify
the least important variables at a small computational cost.
These variables can be safely assigned to lower polynomial
degrees, or even be treated as deterministic, thus reducing
the cardinality of the basis set.

3. Numerical Results
We first examine a periodic-grating optical structure [20],
which is designed to produced flat, high-efficiency and
broad reflection spectra. The geometry of the considered
filter is shown in Fig. 2, and its nominal geometric param-
eters are: f1 = f3 = 0.283, f2 = 1, Λ = 846.4 nm,
d1 = d3 = 375 nm, and d2 = 175 nm [20]. We are in-
terested in investigating the properties of the reflectance for
normal incidence, as a function of the wavelength, when
the aforementioned parameters are treated as stochastic.
Specifically, this problem features 7 geometric random vari-
ables with uniform distributions, in the range within ±1%
of the corresponding mean (nominal) values. The computa-
tion of the reflectance is performed with the Rigorous Cou-
pled Wave Analysis [21], a frequency-domain convergent
solver that has become a standard tool for problems with
periodic-grating structures. As described earlier, the pro-
posed methodology features a two-stage implementation.
For the initial step, the 1-D basis functions of a total-degree
PC expansion with p = 4 are selected, whose overall num-
ber is 4 × 7 + 1 = 29 basis functions. By performing
only 27 simulations and implementing CS, an estimation of
the Sobol indices at every wavelength is derived, based on
which the selection of the three most important variables is
carried out. Next, a new, total-degree truncation set is con-
structed, considering only the dominant factors. The new
set comprises 35 basis functions, and the corresponding co-
efficients are recovered by CS and another 27 deterministic
samples. Overall, 27+27 = 54 simulations are performed.

Fig. 3 plots the mean value and the standard deviation
of the reflectance, when computed with a standard MC ap-
proach and two CS methodologies. The MC curves are ob-
tained after 10, 000 simulations and used as the reference
data. The comparison clearly verifies that the sparse solu-
tions provide credible statistics for the QoI, despite using
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Figure 3: (a) Mean value and (b) standard deviation of the
reflectance of the periodic-grating optical filter of Fig. 2 for
normal incidence.

only a small number of deterministic samples. The results
also prove that, for the considered level of uncertainty, the
flatness of the reflectance is maintain to a high degree, and
the most notable variability is noted at the two ends of the
spectrum, where the transition of the reflectance between
high and low values takes place. In addition, we compute
the pdf of the reflectance at the wavelength where the high-
est standard deviation is observed (around 1.328 µm). The
comparison of the different curves (computed via kernel-
density estimation [22]) is shown in Fig. 4, and good agree-
ment of the sparse models with the reference solution can
be noted again.

A dielectric-stack filter is examined next, which con-
sists of 10 lossless slabs, each one with a mean relative per-
mittivity ϵr = 3.5, and width equal to 1.2 cm. The slabs are
placed apart, at a distance of 3.6 cm. We examine the trans-
mission coefficient upon normal incidence, when the ϵr of
each slab varies within ±10% of the mean value. Now, the
deterministic solver is based on the finite-difference time-
domain method [23]. We select p = 3 for the initial ba-
sis set, which comprises 286 functions. The first step of
the proposed procedure enables the computation of the par-
tial variances of all variables throughout the considered fre-
quency band. This action requires a basis set with only
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Figure 4: Probability-density function of the reflectance at
the wavelength of maximum variance (approximately 1.328
µm).
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Figure 5: Geometry of the dielectric-stack filter, comprising
10 slabs with stochastic electric permittivities.

3 × 10 + 1 = 31 functions. Unlike the first problem, we
implement a least-squares approach, and then average the
partial variances over all frequencies. In this way, we de-
termine each variable’s importance considering the average
values, and the same reduced basis set is used at all frequen-
cies. In fact, we choose to construct an anisotropic basis set
(instead of simply rejecting the weaker variables), where
the order p is set to 3 for the 4 most important variables, to
2 for other 4 variables, and to only 1 for the least influential
factors. The resulting basis set comprises 67 elements, and
the amount of random samples is selected equal to 50 for
both the OMP and the ℓ1-minimization approaches.

Before proceeding with some numerical results for the
configuration of Fig. 5, we pay attention to the reliability
of the first stage of the proposed technique. Table I com-
pares the average partial variances, when obtained via full
total-degree PC expansions with p = 3, or the suggested
line of work. In essence, the former are used as a reference
for assessing the reliability of the latter. As the approxima-
tion of the partial variances is conducted using a basis set
of 31 basis functions, 62 simulations are required for the
calculation of the expansion coefficients, in the context of a
least-squares approach. For this problem, we compute the
partial variance vari(f) for the i-th variable, i = 1, . . . , 10
as a function of frequency, and then obtain the correspond-
ing averages over all frequencies f ∈ [fmin fmax], via

⟨vari⟩ =
1

fmax − fmin

∫ fmax

fmin

vari(f) df (21)

Table 1: Estimated average partial variances (×1000) for
the stack-dielectric problem.

Significance Variable Full PC PC (1D bases)

1 ϵr6 5.42 6.76

2 ϵr5 5.37 6.04

3 ϵr4 3.61 4.37

4 ϵr7 3.57 4.17

5 ϵr3 2.75 3.58

6 ϵr8 2.74 3.24

7 ϵr9 1.65 2.10

8 ϵr2 1.64 1.62

9 ϵr10 0.35 0.57

10 ϵr1 0.35 0.33

As the comparison in Table I verifies, the computation of
the partial variances with the reduced basis set can be con-
sidered reliable, in the sense that it can be used for ordering
the random variables according to their significance, de-
spite some discrepancies with the actual values, obtained
with the full PC expansion.

The mean value and the standard deviation of the trans-
mission coefficient T are shown in Fig. 6, where satisfac-
tory matching with the reference data, based on 30, 000 MC
simulations, is evident. This accuracy comes at a much
lower computational cost, since the derivation of the sparse
solution requires 50 + 62 = 112 simulations, whereas the
full PC expansion necessitates at least 2× 286 = 572 sam-
ples. It can be noted that, similarly to the previous prob-
lem, the highest variability is observed at the transition area
of the transmission coefficient, while the flatness is main-
tained in the band 2.2 − 3 GHz, as practically no vari-
ability is encountered therein. An illustration of the PC
coefficients, computed by the OMP algorithm and the ℓ1-
minimization approach, is given in Fig. 7. It can be de-
duced that the sparse solutions maintain, to a satisfactory
degree, the most important elements of the total-degree PC
expansion, and neglect several terms of low significance at
the same time. It can be also noted that the OMP solution is
sparser than the corresponding one of the ℓ1-minimization
technique.

We also calculate the distribution of the 6-dB roll-off
frequency, whose value is affected by the uncertainty in the
electric parameters of the stack filter (Fig. 8 depicts a frac-
tion of different transmission-coefficient curves, computed
by the MC method, and illustrates this phenomenon). A
comparison of the pdfs computed via MC, OMP, and ℓ1-
minimization is depicted in Fig. 9. Although some de-
viations may be observed, compared to the results of the
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Figure 6: (a) Mean value and (b) standard deviation of the
transmission coefficient T of the dielectric-stack filter of
Fig. 5 for normal incidence.

previous example (probably due to the higher dimensional-
ity and stronger input variability), it appears that the sparse
polynomial surrogates correctly incorporate the most fun-
damental statistical properties of the physical QoI. Thus,
they can be safely utilized, without resorting to alternatives
with higher computational cost. It is interesting to notice
that the considered levels of uncertainty in the values of the
dielectric constants results in randomness in the 6-dB roll-
off frequencies that span a band of almost 100 MHz.

4. Conclusion

This paper has focused on developing sparse PC models
for the investigation of stochastic problems involving EM
filters with various uncertain parameters. The implementa-
tion of known CS solvers has been further facilitated by a
preliminary variance analysis, which provides sufficient in-
formation regarding the influence of each input and enables
a more consistent choice of the basis set, unlike standard
methodologies. A number of numerical experiments have
verified the validity of the proposed approach and exempli-
fied its efficiency. Finally, the impact of uncertainty on the
performance of the examined filtering structures has been
assessed, and it has been deduced than non-trivial variabil-
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Figure 7: Magnitude of PC coefficients obtained via (a)
OMP and (b) ℓ1-minimization.

ity may emerge, even in the presence of weak uncertainties.
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Abstract 

This paper presents how additive manufacturing was used at 

CCRM in scattering, diffraction and radar measurements, to 

make cross validations of models and measurements. We 

show, with a few examples, how 3D printing can help to 

control both the geometry and the permittivity even locally. 

Some trends and expectations on new printable materials 

are also discussed.  

1. Introduction 

Those last years, many experimental studies of diffraction, 

scattering, and radar have been conducted in the anechoic 

chamber of the CCRM. This paper is focusing on the 

interest of additive manufacturing for such applications, as 

it allows in certain limits to control shape, global and local 

permittivity. The paragraph 2 is reminding the principle of 

the Scale Invariance Rule (SIR). The paragraph 3 depicts 

some scattering studies on aggregates. The paragraph 4 

proposes two methods for the global and local control of 

permittivity. The last paragraph is devoted to the new trends 

and expectations of new printable materials. 

2. Microwave Analogy 

Already used in radar applications for a while especially 

with metallic objects, the scaling of scenes is a powerful tool 

to study the interaction of wave with targets. Enounced as 

the scale invariance rule in [1], it consists in scaling the 

dimensions of the objects with the same factor than the 

wavelength (in other words keeping wavelength over 

dimension ratio constant) while keeping the dielectric 

characteristics of the object unchanged. Even if this 

principle, sometimes called “microwave analogy”, is rather 

simple to state, it is often rather difficult to handle 

practically because it supposes the control of both the 

geometry and the dielectric constant of the target under test. 

This may be very tricky, but we took profit of 3D printing 

capabilities, to overcome at least partly such difficulties 

even if there are always certain limitations. 

3. Aggregates analogs 

Many particles like pollutants dust or the soot particles 

produced by any combustion are composed of aggregates of 

different monomers. To help in the understanding of the 

light scattering of such aggregates we build upscaled 

objects (Figure 1) with a scaling factor of about 106 and we 

measured them with microwave (in the 2-18 GHz range). 

 
Figure 1: Upscale aggregate realized in acrylate resin 

(r = 3 + j*0.1) with an additive fabrication printer based on 

Stereo Lithography (SL) 

3.1. Numerical aggregates 

The geometry of our first two analogs of aggregate was 

generated numerically to assess the validity of certain 

approximations of the scattering models that are currently 

used in such applications. The first one was made to test the 

influence of the interpenetration of the spherical monomers 

[2] (it is made of 6 mm spheres with a spacing of 5 mm 

between their centers). The second aggregate was designed 

to test the influence of the necking and overlapping that can 

be present in soot particles [3].  

3.2. Real aggregates 

The third aggregate analog is the upscaled version of a real 

aggregate collected in a real flame and scanned with a 3D 

electronic microscope. It was used to test the impact of the 

real shape of the monomers which is rather far from spheres 

and also for a comparison of two EM models (Discrete 

Dipole Approximation and Method of Moments). 

4. Global and local control of the permittivity  

The previous aggregate analogs were made using acrylate, 

the standard resin material provided for this 3D printer. Its 

permittivity has been measured and is r= 3 + j*0.1 and it is 

almost constant in the 2-18 GHz range. However, other 
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materials, mixtures, or additives are needed to mimic targets 

having different permittivity values. 

4.1. Trees analogs 

In radar applications developments, like for canopy 

monitoring or vehicles detection in forests, it is important to 

build analogs with realistic dielectric characteristics. In the 

VHF band, trees present a permittivity around 10+j*10. The 

idea here was to downscale the trees from meter to 

centimeter scale and to move from MHz to GHz. 3D 

printing was used to build void containers shaped in the 

form of the modelled trees and then fill them with a liquid of 

the expected permittivity (Figure 2). 

The measurements made in the CCRM’s anechoic chamber 

were used to validate the DEMOS model [4] and confirmed 

the impact of the polarization on the vehicle detection 

possibility. 

 

Figure 2: Downscaled tree realized in PLA with a Fused 

Deposition Modeling (FDM) 3D printer and filled with 

a liquid (glycerol plus water) having a permittivity of 

’r=8 to 10 and ’’r=6 to 9 in the considered frequency 

range. 

4.2. Microalgae analogs 

In biophotoreactors the microalgae are low contrast objects; 

they can also have various shapes and can be very large 

compared to the wavelength of the light used in their 

characterization. As a huge number of microalgae are 

contained in such reactors, the model describing their 

scattering parameters must be fast and accurate to account 

for the high number scatterers.  

To mimic such complex morphologies, the idea was to 

control the porosity of the material, playing with the 

proportion of air included in the printed material to control 

its effective permittivity. A meshing of the object is made 

and, replacing the edges of each tetrahedron by a cylinder of 

controlled radius enabled us to control the permittivity from 

the plain material one down to to 1.1 (with 0.5 mm diameter 

cylinders) [5]. One of the strengths of such a design is that it 

also enables to locally control the permittivities as it was 

made with some microalgae samples, including a kernel or a 

mantel (Figure 3). 

5. Trends and expectations 

Additive manufacturing is a very active domain and new 

printable materials are appearing “every day” but they are 

unfortunately rarely designed with respect to their dielectric 

characteristics. The FDM technology almost dominates over 

the other ones for being the lowest in cost; however, it is a 

low precision 3D printing technique with limitations in 

printable shapes. But we have recently used materials with 

carbon particles that allowed to manufacture solid trees 

analogs. The seek for higher permittivity materials is still 

ongoing. Ceramic printing could satisfy partly such needs in 

term of permittivity characteristics, but it is not yet very 

widespread and may require high temperature curing 

processes that can deform the parts. 

 
Figure 3: Upscaled microalgae realized in “porous” 

acrylate with two different permittivities for the inner 

part and for the mantel (resp. r= 1.2 and r=1.4). 

6. Conclusions 

Taking profit of the microwave analogy, 3D printing may 

be of very helpful for diffraction, scattering and radar 

applications. Experiments and simulation results for each of 

the previously mentioned examples will be discussed during 

the talk. There is still a need for new materials and the 

development of higher permittivity resins and composites 

would be of great interest for the ongoing research topics. 
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Abstract 
Light-scattering techniques are commonly used to 
characterize micron and submicron particulate matter in a 
contact-free way. A common example is inferring particle 
morphology information from light-scattering patterns. An 
alternative methodology is to use digital holography to 
obtain particle images that can provide such information in 
a less ambiguous manner. This presentation will discuss our 
recent work with digital holography applied to aerosols. We 
will describe our laboratory experiments and the 
development of a field instrument. 

1. Introduction 
Methods to determine the physical properties of aerosol 
particles is important in a vast array of scientific and applied 
contexts [1]. Due in part to the difficulty of collecting such 
particles, a variety of contact-free techniques have been 
developed to infer information about particles in an indirect 
manner. A popular example is elastic light scattering in 
which the angular pattern of light scattered from a particle is 
analyzed to estimate particle properties like shape and size 
[1]. This approach is similar to the ill-posed light-scattering 
inverse problem. Fundamentally, this problem cannot be 
solved because of the loss of optical phase information in 
such measurements. 
     An alternative is to image particles with holography. By 
placing a digital image-sensor in an optical beam containing 
particles, the interference pattern produced by scattered and 
unscattered light can be resolved [2]. The pattern constitutes 
a digital hologram of the particles and much useful 
information can be extracted from it, since the phase 
information is encoded. For example, applying the Fresnel-
Kirchhoff diffraction integral to the hologram yields a 
silhouette-like image of the particle, thus revealing its shape 
and size without need for a priori information [3]. From the 
silhouette, Huygens’s principle can provide a limited 
portion of the scattering pattern [4]. Also, the extinction 

cross section can be obtained directly from the hologram 
[5]. Thus, digital holography is a versatile technique and 
avoids the difficulties of the classic inverse problem.  
    While most of our work has focused on proof-of-principle 
research in the laboratory, we have also developed a field 
instrument applying holographic imaging techniques. Our 
instrument, called the Holographic Aerosol Particle Imager 
(HAPI), obtains in situ images of particles in the atmosphere 
from an unmanned aerial vehicle (UAV), i.e., a drone. This 
presentation will highlight our laboratory and field work 
with the HAPI instrument as summarized below. 

2. Measuring Holograms and Scattering Patterns 
One example where hologram-derived images of aerosol 
particles is measured along with scattering patterns is our 
work in [2]. Here, an aerosol is generated from a dried 
powder source such as pollen or mineral dust. Particles flow 
from a nozzle into a region where two laser beams of 
different wavelength intersect. Scattering of both colors 
indicates a particle is in position to be observed. The 
coincidence event queues emission of a single green pulse 
from a ND:YLF laser at λg=526.5 nm, which illuminates 
the free-flowing particle. Simultaneously, a red pulse is 
emitted from a λr=640 nm diode laser co-propagating with 
the green pulse such that both illuminate the particle at the 
same time from the same direction. The beam profiles are 
much larger than the particles; thus, the majority of light 
passes the particle undisturbed, with a comparatively small 
portion scattered. Unscattered and scattered red light 
proceed to a color CCD sensor facing the oncoming light 
where they interfere, yielding a digital hologram in the 
sensor’s red channel. The green light, however, is diverted 
by a dichroic filter after interaction with the particle. A 
spatial filter then removes the strong unscattered portion 
from the scattered portion, which is then relayed to the 
sensor.  
     Thus, the sensor’s green channel records a portion of the 
particle’s 2D scattering pattern for the green light, λg. The 
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spatial filter is a mirror with a 500 μm diameter through-
hole oriented at 45° to the mirror axis, called the spatial-
filter mirror (SFM). A positive lens is used to focus the 
unscattered light into the SFM hole while collimating the 
scattered light. In this way, the particle’s scattering pattern 
is separated from the unscattered light except for the small 
portion of the pattern also lost through the mirror hole. 
     To render an image of a particle from the measured 
hologram, Fresnel-Kirchhof (FK) diffraction theory is 
applied [3]. This simulates the step in conventional analog 
holography where the chemically developed film hologram 
is re-illuminated with the light used to record the hologram 
except with the object (particle) present. Here, the FK 
theory amounts to a Fourier-transform-like integral applied 
to the digital hologram. An example of the image resulting 
from a hologram of a free-flowing aerosol particle and its 
scattering pattern is presented in Fig. 1.  
 

 
Figure 1: Angular scattering pattern (left) and hologram-
derived particle image (right) for a TiO2 aerosol particle 
from [2]. The forward scattering direction is at the center 
of the polar grid overlaid on the pattern where a small 
region is missing due to the spatial filter. The pattern is 
measured with green light (λg) simultaneously with the 
hologram in red light (λr). The hologram, not shown 
here, yields the gray-level particle image at right 
following application of FK diffraction theory. 
 

3. Digital Holography with a UAV 
The HAPI instrument we have developed allows us to 
apply holographic particle-characterization techniques to 
atmospheric aerosols in the field. The design of this 
instrument is based on our prior laboratory work in [2, 4-
5]. In short, HAPI consists of two optical paths. One path 
is used to detect when particles reside in the sensing 
volume and the other produces a hologram of the 
particles, as in Fig. 2. The optics and electronics are 
housed in a 3D printed structure made of a UV-cured 
polymer material. A two-centimeter air gap extends 
through the instrument allowing aerosol particles to enter 
as the UAV carries the instrument through an aerosol-
laden region of the atmosphere.  
     To enable operation on a small-scale UAV (DJI 
Matrice 600 Pro), the laser sources and other key 
components used have small form factors. Holograms are 
recorded on a CCD sensor and are temporarily stored on 
a Raspberry Pi single-board computer. In all, the HAPI 

instrument weighs ~3 kg, which includes the Li-ion 
batteries it requires for operation. An example of a 
particle image obtained during field operation of HAPI is 
also shown in Fig. 2.       
 

 
Figure 2: The Holographic Aerosol Particle Imager, 
HAPI, and an example of its measurement ability. At left 
is an artist’s illustration of the instrument. The red and 
green-laser beam paths for the optical trains can be seen 
in this cutaway view along with the air gap extending 
through the instrument where particle pass. At top right is 
an example of a digital hologram measured with HAPI 
when tested with road-dust particles. Application of the 
FK integral yields the particle image (bottom right). The 
scale of this particle is approximately 100 μm in its 
largest dimension.  
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Abstract 

The agility of the complementary cumulative distribution 
function mode implemented in a real-time spectrum 
analyzer is tested for tracing quasi-stochastic radio signals 
with the aim of expressing the exposure level due to 
wireless transfer of data in two protocols belonging to IEEE 
802.11 communication standard (n and ac), at 2.4 and 5.2 
GHz. 

1. Introduction   

Devices using Wireless Fidelity (WiFi) technology are 
sources of specific radiofrequency emissions in the form of 
short-duration pulses, quasi-stochastic in nature. Assessing 
the user’s exposure to such signals during the use of the 
devices, in an accurate way, requires high performance  
spectrum analyzers and measurement procedures adequate 
to trace such behavior. In papers [1] and [2], measurement 
procedures have been proposed for wireless local area 
network (WLAN) source devices, based on measuring the 
maximum power of the channel and on the weighting of it 
with a factor that depends on the signal’s variation in time 
and in amplitude. 
A very proper method that could trace WLAN signals 
variability is an instrument-integrated statistical one. 
Practically, by using the Complementary Cumulative 
Distribution Function (CCDF) capability of a real-time 
spectrum analyzer, such a method have already shown its 
ability to accurately express exposure level in case of 
WiMax signals [3] and in case of mobile communications 
that use 4G/LTE standard [4].  Present paper proposes a 
comparative study of exposure levels when a user transfers 
the same data file under IEEE 802.11 standard family, 
either using n or ac protocols.  Practically, electric (E) field 
strength was measured in a point in the vicinity of a laptop. 
Both WLAN protocols use the Orthogonal Frequency 
Division Multiplexing (OFDM) channel access method for 
which a high Peak to Average Ratio exist (PAR). This is 
why the measurement method made use of CCDF, which is 
destined to underline tail distributions or exceedance.  

2. Materials and methods 

For the exposure assessment, a simplified operating 
scenario was implemented. It comprised of an EAP330 
Access Point (AP) and two workstations (laptops), one 
wirelessly-connected to it and the other wire-connected to 
the Gigabit Switch AP. In the n-protocol, AP was set on 
channel 8, at the frequency f_n = 2447 MHz; in the ac-
protocol AP was set on channel 38, at f_ac = 5190 MHz. In 
both situations the channel bandwidth was of 40 MHz. All 
measurements were made in a single point (at 17 cm from 
the edge of the laptop’s keyboard and at 25 cm above the 
keyboard plane). A data file was transferred, while E-field 
was measured separately, in case of upload or download. 
The measurement system included a Rohde & Schwarz 
FSVR7 spectrum analyzer, an E-field probe (Aaronia EMC 
Sniffer Set PBS 1: DC-9GHz) and an automatic rotator 
system for the probe (3 orthogonal directions). The 
spectrum analyzer was set on CCDF power mode, always 
being centered on the channel’s central frequency while the 
resolution bandwidth (RBW) was of 40 MHz. The raw 
results were presented as mean (average) powers and as 
peak powers. The acquisition time duration was equal to a 
number of 8226 symbols transferred, each of 4 µs long.  

3. Results and discussions 

The statistical analysis has shown significant differences in 
E-field strengths due to different protocols of wireless 
transfer. During upload, much higher exposure is observed 
than during download (Figure 1). No matter of the 
communication protocol, the median values of the field are 
higher than the averages. Transmission when using IEEE 
802.11n signals conduct to a higher exposure of the user 
than when using IEEE 802.11ac.  
To show the time variation of the E-field strengths, in 
Figure 1 we present a 32.9 ms long field capture, either as 
peak values or as averages. Short spikes are observable on 
the traces, mainly on the peak ones. For example, over the 
Peak_n trace, momentary (<40 ns) E-field strengths peaks, 
as high as 12-14 V/m, have been captured during 
transferring data in the “n” protocol, while its momentary 
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maxima along the average trace, AVG_n, does not exceed 
1.7 V/m. Figure 2 shows the time-evolution of E-field level 
with the highest technological fidelity up-to-now, in each 
communication protocol and by following the highest 
possible, or the average exposure, respectively. 
 

 
Figure 1: Comparative statistics over repeating measurements in 
IEEE 802.11 protocols “n” and “ac”:  mean and peak E-field 
levels, presented as average and as median, respectively, over the 
repetition cycles: data file UPLOAD – left side; data file 
DOWNLOAD – right side. 
 

 
Figure 2: Comparison between the variability of the E-field 
levels during data UPLOAD in IEEE 802.11  ac & n  protocols, 
for the CCDF averaged  (“AVG”) channel power and for the 
peak (“Peak”) power respectively, during 32.9 ms (8226 
symbols) transfer. 
 
In the statistics graphs of Figure 3 we have represented with  
the box and whiskers plots (with outliers) the peak and the 
average field level distributions over a set of 8226 samples 
recorded. In “n” protocol, the most spread peak values are 
observed, while the ratio between peaks of “n” and peaks of 
“ac” signals is of about 4 times. The ratio between averages 
“n” and “ac” signals is of about 3 times. A deepen analysis 
of the E-field strengths distributions is shown in Figure 3 by 
histograms and field-distribution curves. Both curves 
corresponding to IEEE 802.11ac protocol signals are much 
narrower than for n protocol. Comparing the two field level 
distributions, we observe very dissimilar kurtosis but similar 
skewness. 
If one is interested not only in the total absorbed dose of 
energy due to such exposures, but also in the dose rate 
evolution, then this type of assessment is a first step of such 

an approach. Information regarding field versus time and 
field statistics provide valuable information for realistic 
quantification of human exposures to quasi-stochastic WiFi 
radiofrequency signals. 
 

 
Figure 3: The distributions of E-field strength values during file 
UPLOAD, for each of the communication standard and in case of 
average (“AVG”) and peak (“Peak”) powers determination:  box 
and whiskers plot with outliers (coefficient 1) – lower side; field 
strengths histograms and distribution curves – upper side. 

4. Conclusions 

Electromagnetic exposure of a user in front of a laptop 
transferring data in IEEE 802.11 WLAN standard is higher 
when using “n” than when using “ac” protocol. In either 
protocols upload brings much higher exposure (8.3 times in 
“n” protocol and 5.3 times in “ac” protocol) than download.  
While peak values as large as 12-14 V/m may be emitted 
for short periods (< 0.01 % of data transfer duration) in “n” 
protocol, average values are in the 1.7 V/m ranges, in a 
point where a person usually seats. Since “ac” protocol 
conducts to consistently lower exposure, it is preferred to 
the “n” protocol. All the field levels reported here are much 
lower than the safe limit of 61 V/m.  The CCDF method 
proved its agility in tracing WiFi signals for exposure 
assessment aims.  
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Abstract 

The complex magnetic permeability of three samples 
containing chains of magnetosomes was measured, to 
predict any specificity of the magnetic hyperthermia 
response due to chained structures. Two Brownian 
relaxation peaks were indeed revealed on the curves of the 
imaginary magnetic permeablity, at 20 Hz and at 20 kHz, 
and they may be connected to the short and long chains 
presence, respectively. 

1. Introduction 

Magnetotactic bacteria (MTB) are producing natural and 
highly pure magnetite nanoparticles enveloped in a 
biological membrane, this entity being called magnetosome 
(MS). Inside MTB, MS are present in the form of chains. 
The presence of biogenic magnetite nanoparticles inside 
cells attracted much attention in the last decade, mainly 
because of various potential bio-medical uses [1]. One of the 
most important is the magnetic hyperthermia. Until recently, 
just synthetic magnetic nanoparticles have been studied. 
However, some special properties of chained nanoparticles 
have recently attracted attention of researchers [2]. 
From such a perspective, present work aimed at the 
description, from experimental determination, of the 
complex magnetic permeability relaxation over a low 
frequency range, between 20 Hz – 2 MHz, of three liquid 
suspensions of chains of MS extracted from one species of 
MTB. Also, some differences from data in the literature 
referring to behavior of individual magnetite nanocrystals 
suspensions may be emphasized.  

2. Materials and methods 

Magnetospirillum gryphiswaldense (DSM-6361) cells were 
grown under microaerobic conditions at pH 7.0 and 30℃, in 
a flask standard medium [3]. When reached the stationary 
growth phase, the cells were harvested by centrifugation, 
washed twice with TrisHCl and the cell pellet was 
resuspended in fresh TrisHCl buffer to a concentration of 
2.5×109 cells/ml (determined spectrophotometrically using 
a calibration curve at 565 nm of optical density, OD565, 
versus direct cell counts). This bacterial suspension was 

further used to prepare three different samples containing 
either individual or chains of MS.  
To extract the chains of MS (sample C), the cell suspension 
was sonicated to lyse the cells, then the suspension was 
magnetically separated over night by using a strong magnet 
and the magnetic material was collected as a pellet. The 
pellet of MS chains was washed twice and finally 
resuspended in TrisHCl buffer to OD480 of 1.123 (0.224 
mg/ml).  
For the samples containing individual MS (samples A and 
B), the bacterial suspension was centrifuged again and the 
cell pellet was resuspended in NaOH 10%, heated at 90℃ 
to lyse the cells and release the MS, and centrifuged again 
to collect the MS. The MS pellet was washed three times in 
deionized water, after each washing a centrifugation step 
being performed. The extracted MS were resuspended in 
TrisHCl. The final OD480 for sample A was of 0.2646 
(0.025 mg/ml), while for sample B it was of  0.6724 (0.056 
mg/ml). A weighing method provided then the magnetite 
concentration in each of the samples: cA=25 µg/ml; cB=59 
µg/ml; cD=210 µg/ml. 
The samples were inspected by a field-emission-gun 
scanning transmission electron microscope (STEM), model 
Hitachi HD2700 and the dimensional profile of the MS was 
obtained. The average and standard deviation of a MS 
dimension was (39.93±9.23) nm while the median 
dimension was 40.73 nm. 
Complex magnetic susceptibility measurements in the 
frequency range (20 Hz - 2 MHz) were made using an 
Agilent LCR meter (E4980A type) in conjunction with a 
coil containing a vial as sample holder [4].  

3. Results and discussion 

Figure 1 shows transmission electron micrographs of MS 
present in the three different samples. They revealed that, in 
all three samples, particle chains of various geometry and 
lengths are present. Besides, sample C still contains a lot of 
biological floating debris. Figure 2 and figure 3 present the 
frequency dependence of real and imaginary part of 
magnetic permeability, on sub-ranges. The imaginary part 
of the frequency dependence of complex magnetic 
permeability, µ”(f) , revealed two relaxation peaks for each 
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sample. Magnetic colloids with magnetite particles of 
nanometric size usually have two relaxation peaks. 

 
Figure 1: Three representative TEM images of MS chains in 
the samples: A (left, up); B (right, up); C (down). 

 
 
Figure 2: Components of complex magnetic permeability of 
samples between 20 Hz and 1 kHz. 
 
One (corresponding to Brownian relaxation) is correlated to 
the rotation of aggregates or large particles within the 
carrier liquid and the second (corresponding to Nèel 
relaxation) is correlated to the rotation of the magnetic 
moment inside each magnetic particle [5]. The Nèel 
relaxation peak of magnetite nanoparticle systems occurs at 
frequencies of the order of tens of MHz [5], therefore the 
relaxation peaks revealed in the analyzed samples are 
attributed to the Brownian relaxation process. The 
relaxation peak at frequencies of tens of Hz is assigned to 
the large chains, and that at frequencies in the order of tens 

of kHz is attributed to the small chains or small chain 
aggregates. 

 
Figure 3: Components of complex magnetic permeability of 
samples between 1 kHz and 2 MHz. 

4. Conclusions 

Three liquid suspensions of chains of MS extracted from 
one species of MTB were obtained and frequency 
dependence of their complex magnetic permeability was 
measured. Each sample exhibits two Brownian relaxation 
peaks (one assigned to the rotation of large chains and the 
second attributed to the rotation of small aggregates). The 
result is of potential interest for magnetic hyperthermia 
applications.  
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Abstract

When comparing two sets of data when paired with un-
certainties, the question arises of providing a meaningfull
satisfaction indicator. Some promising criteria have been
selected with probabilistic and information theories back-
grounds: the Kullback divergence and the Bhattacharyya
distance. These criteria remain constant for large sets of
parameters. We thus first define reduced parameters to sim-
plify the description of the problem. Then, we use them to
analyse a Radar Cross Section (RCS) case where measure-
ments and simulations are available.

1. Introduction
When analysing and comparing different datasets, the first
idea is to compute the mean square error between two sets
of curves. But if error bars are available, the comparisons
are more complicate to handle. Nevertheless these uncer-
tainties should be incorporated in the criteria as they can
bring a better insight on the observed discrepancies. More-
over, this is in line with the notion of tolerance and improve-
ment of measurement and/or simulation accuracies.

We propose to analyze two different information-
theoretic measures: the Kullback divergence and the Bhat-
tacharyya distance, which have been proved to be of inter-
est to define contrast parameters [1]. We will also take
advantage of the fact that we can derive some reduced pa-
rameters, similar to the methodology proposed in [2], to
simplify the analysis of the problem. These reduced param-
eters are then applied to a dual set of Radar Cross Section
(RCS) data corresponding to the scattering of an homoge-
neous sphere measured at a fixed frequency but in a bistatic
configuration.

The Kullback divergence and the Bhattacharyya dis-
tance are parts of the ones currently investigated by the
CDIIS Working Group from GDR Ondes [3] which in-
volves several industrial, governmental or academic re-
search laboratories and whose goal is to perform a national
study of criteria able to provide a satisfaction indicator
when comparing data from electromagnetic measurement
and/or simulation, taking into account their associated un-
certainties.

2. Discrepancy criteria
Let us assume that we have two sets of curves X1 and X2,
defined by their mean µ1 (resp. µ2) and variance σ2

1 (resp.

σ2
2) with density of probability p1 (resp. p2). To simplify,

we assume that they are both normally distributed and un-
correlated. In the following, the criteria are normalized be-
tween 0 (no difference) and 1 (major differences).

The first criterion is based on the Bhattacharyya dis-
tance [4] which can be seen as an extension of the Maha-
lanobis distance that takes into account the presence of bias
as well as variabilities in the variances

DB(p1, p2) = 2

(
1−

∫ √
p1(x)p2(x)dx

)
= 2− 2

√
σ1σ2
σ2

exp

(
−1

8

(µ1 − µ2)
2

σ2

)
where σ2 is the average variance σ2 = 1

2 (σ
2
1 + σ2

2). An-
other criterion for comparing probability density distribu-
tions, well-spread in the information theory community [4],
is the Kullback-Leibler divergence defined as

DKL(p1, p2) = 1− exp

(
−
∫
p1(x) ln

p1(x)

p2(x)
dx

)
= 1− σ1

σ2
exp

(
− (µ1 − µ2)

2

2σ2
2

− σ2
1 − σ2

2

2σ2
2

)
The distributions p1 and p2 do not play symmetric roles in
the Kullback-Leibler measure, which may be an undesir-
able property if the two datasets are assumed to be of equal
trust, but which can also be a wanted property if one of the
datasets is considered as a reference.

3. Reduced parameters
In the previous expressions, 4 parameters (µ1, µ2, σ1, σ2)
come into play which renders the analysis of the behavior of
DB and DKL quite tedious. Moreover, DB and DKL will
remain constant for large set of values. It is in fact possible
to provide a reduced set of only 2 parameters which are
sufficient to cover all the possible values of DB and DKL.
Indeed, if we want to compare X1 with X2,

X1 ∼ N (µ1, σ
2
1) X2 ∼ N (µ2, σ

2
2)

The constrast between X1 and X2 remains unchanged
when one applies the same affine transformation on X1 and
X2. Thus a different physical situation with equivalent con-
trast is

X1 − µ1√
σ1σ2

∼ N (0, σ̃2)
X2 − µ1√
σ1σ2

∼ N (µ̃,
1

σ̃2
)



Figure 1: (Up) Amplitude with a ±3σ area of the measured and simulated scattered fields according to the bistatic angle, at
12.6 GHz. (Middle) Reduced mean µ̃ and variance σ̃. (Down) Comparison criteria.

where we have defined the following reduced parameters

σ̃2 =
σ1
σ2
, and µ̃ =

µ2 − µ1√
σ1σ2

Thus DKL and DB remain invariant with such a change of
variables. Parameter µ̃ and σ̃ represent difference in mean
and variance respectively.

4. Application to a RCS dataset
Let us now calculate the criteria DKL and DB and the re-
duced parameters µ̃ and σ̃ for an RCS configuration. The
datasets correspond to scattered fields acquired in a bistatic
configuration. We assume that there are no correlation be-
tween the bistatic angles. Therefore, we can compute at
each bistatic angle the previously defined criteria.

The first set corresponds to measurements. The field
scattered by an homogeneous sphere of PMMA is collected
in an anechoic chamber, in far-field, under VV polarization
with an angle of incidence at 180◦. The permittivity of the
sphere, the mean and variances of the scattered fields have
been determined as explained in [5] [6]. The second set
corresponds to simulated fields, computed using Mie for-
malism combined with a Monte-Carlo method assuming an
uncertainty on the sphere permittivity and its radius, in or-
der to derive the means and variances.

In Figure 1, the mean value and error bars of the ampli-
tude of the scattered field is plotted along the bistatic angle.
The reduced parameters and the selected criteria are plotted

as well along the same bistatic angle. Even if the measure-
ment and simulation appear to be close by, the criteria are
able to detect some discrepancies. The reduced parame-
ters shows whether these discrepancies originate from dif-
ference of mean or from difference of variance.

5. Conclusions and acknowledgements
Detecting some bias and variances discrepancies with Bhat-
tacharyya or Kullback-Leibler divergence is possible and
reduced parameters complete the information by revealing
whether these discrepancies originate from bias or vari-
ance. The next step will be to combine these criteria with
some decision rules, based for example on false alarm ratio.

The authors gratefully acknowledge the support of GdR
Ondes and the Centre Commun de Ressources en Mi-
croonde (CCRM).
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Abstract 

The statistical behavior of sea clutter is obtained by 

employing a numerical method, which is called Finite 

Element Domain Decomposition (FEDD) method, in 

conjunction with the Monte Carlo technique. A set of sea 

surfaces are generated by using Pierson-Moskowitz 

spectrum. The FEDD method is used to accurately and 

efficiently solve the electromagnetic scattering problem 

over each surface. In the FEDD method, the computational 

domain is divided into a number of subdomains, and hence, 

the computational load decreases during each realization of 

the Monte Carlo technique. The results of Monte Carlo 

simulations are compared with the results of some empirical 

approaches and measurement data for different 

polarizations and grazing angles.   

1. Introduction 

Radar performance is affected by clutter signals, which are 

known as undesired signals backscattered from environment 

or untargeted objects. The characterization of clutter effects 

over sea is vital in radar applications since the largest part of 

the Earth’s surface is covered by oceans. The characteristics 

of sea clutter can be deduced from some analytical, 

empirical or numerical methods. Since the interaction of 

radar signals with sea is quite complicated due to the 

random and ever-changing behavior of the sea surface, most 

of the sea clutter works in the literature are based on 

simplified analytical methods or empirical methods [1-3]. 

However, the accuracy of these methods is limited to certain 

ranges of parameters, such as higher grazing angle, lower 

surface roughness, etc. Although numerical methods can be 

used to obtain accurate results for a wider range of 

parameters characterizing the problem, they have been 

rarely used in the literature due to higher computational load 

[4, 5]. 

 

In this paper, the statistical characteristics of sea clutter is 

studied by a new full-wave numerical method, which 

combines the finite element method with domain 

decomposition principles. This method, which is called 

Finite Element Domain Decomposition (FEDD) method, 

divides the computational domain including the sea surface 

into a number of subdomains, and obtains the solution by 

solving each sub-problem corresponding to each subdomain 

only once without any iteration [6]. The non-iterative nature 

is achieved by using the Locally-Conformal Perfectly 

Matched Layer (LC-PML) method which truncates the 

subdomains without any artificial reflections [7]. In this 

manner, the computation time and memory decrease 

considerably. Another advantage of the FEDD method is 

that it overcomes the difficulties in handling low grazing 

angles and higher surface roughness levels. The FEDD 

method is employed at each realization of the Monte Carlo 

technique to extract the statistical behavior of the sea clutter 

phenomenon. The results of Monte Carlo simulations are 

presented and compared against some empirical models and 

measurement data from the literature. 

2. Implementation of the Method 

The statistical behavior of reflectivity (namely, the 

backscattered Radar Cross Section (RCS) per unit area) is 

obtained in average sense by using the Monte Carlo 

technique. A number of sea surfaces are generated 

randomly by using the Pierson-Moskowitz spectrum. For 

each surface realization, the problem is solved by the FEDD 

method, and the reflectivity is computed. The reflectivity 

values obtained from all surfaces are aggregated, and the 

statistical parameters (such as mean, variance, etc.) are 

computed from the family of these reflectivity values.  

 

The FEDD method is implemented by dividing the 

computational domain into a number of overlapping 

subdomains. The method is illustrated in Fig. 1 for three 

subdomains. The most distinguished feature of the FEDD 

method is that each sub-problem, except the last one, is 

solved by attaching a LC-PML region to the truncation 

boundary of the corresponding subdomain. The LC-PML 

method is different from the standard PML methods 

because it can be applied to irregular PML regions in an 

easier manner [7]. After solving the first sub-problem by 

attaching a LC-PML region to the leftmost boundary of the 

first subdomain, the second sub-problem is solved by using 

the fields of the first sub-problem along the rightmost 

boundary and by attaching a LC-PML region to the leftmost 

boundary the second subdomain. The last sub-problem is 

solved by using the fields of the second sub-problem along 

the rightmost boundary of the last subdomain. The method 

can be generalized to arbitrary number of subdomains in a 

straightforward manner. 
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Figure 1: Illustration of (a) the sea clutter problem and (b) 

the FEDD method. 

3. Simulation Results 

For the Monte Carlo simulations, 100 rough surfaces are 

generated. Each surface is 100m long (i.e., 500λ where λ = 

0.2 m) at 1.5 GHz. The sea state of each surface is taken as 

3 in the context of Douglas sea scale. The sea state of 3 

corresponds to the wind speed u = 7 m/s. In the FEDD 

method, the domain is divided into ten subdomains. In Fig. 

2 and Fig. 3, the mean reflectivity is plotted for horizontal 

and vertical polarizations, respectively, as a function of 

grazing angle and compared with some well-known 

empirical methods [2, 3] and measurement data [1]. The 

empirical methods are GIT (Georgia Institute of 

Technology), TSC (Technology Service Corporation), HYB 

(Hybrid method) and NRL (Naval Research Laboratory). It 

is known that early empirical methods (such as GIT, TSC) 

are valid for a range of grazing angles and frequencies. It is 

observed that the FEDD method provides results closer to 

the measured data and the NRL model. In vertical 

polarization, the FEDD and NRL methods differ slightly in 

the quasi-specular region (i.e., around 90° grazing angle). In 

fact, it is expected that horizontal and vertical polarizations 

should show similar behavior in this region, and the FEDD 

results almost verify this behavior. 

 

 

Figure 2: Mean clutter reflectivity at 1.5 GHz and sea state 

of 3 for horizontal polarization. (Horizontal axis is 

logarithmic.) 

 

Figure 3: Mean clutter reflectivity at 1.5 GHz and sea state 

of 3 for vertical polarization. (Horizontal axis is 

logarithmic.) 

4. Conclusions 

The sea clutter problem has been solved by the FEDD 

method in conjunction with the Monte Carlo simulations. 

The results show that the FEDD method can reliably be 

used with reduced computational load. In the near future, 

the sea clutter phenomenon will be investigated in detail by 

the FEDD method from the radar engineer point of view. 

References 

[1] F. E. Nathanson, Radar design principles. McGraw 

Hill, New York, 1969. 

[2] K. D. Ward, R.J.A. Tough, S. Watts, Sea Clutter: 

Scattering, the K Distribution, and Radar Performance. 

Institution of Engineering and Technology, 2006. 

[3] V. G. Hansen, and R. Mital, “An improved empirical 

model for radar sea clutter reflectivity,” Naval Research 

Lab. Tech. Rep., 2012. 

[4] C.S. Chae, J.T. Johnson, “A study of sea surface range-

resolved Doppler spectra using numerically simulated 

low-grazing-angle backscatter data,” IEEE Trans. 

Geosci. Remote Sens., 51: 3452-3460, 2013. 

[5] D. Miret, G. Soriano, M. Saillard, “Rigorous 

Simulations of Microwave Scattering From Finite 

Conductivity Two-Dimensional Sea Surfaces at Low 

Grazing Angles,” IEEE Trans. Geosci. Remote Sens., 

52: 3150-3158, 2014. 

[6] O. Ozgun, M. Kuzuoglu, “A domain decomposition 

finite element method for modeling electromagnetic 

scattering from rough sea surfaces with emphasis on 

near-forward scattering,” IEEE Trans. Antennas 

Propagat., to appear in 2019. 

[7] O. Ozgun, M. Kuzuoglu, “Non-Maxwellian locally-

conformal PML absorbers for finite element mesh 

truncation,” IEEE Trans. Antennas Propagat., 55: 931-

937, 2007. 

 



 AES 2019, LISBON - PORTUGAL, JULY 24 – 26, 2019 

  

Improvement of Textile Antenna System Wireless Link Budget with 

Parabolic Textile Reflector  
 

Benoît Agnus1, Stephane Carras2, Blaise Ravelo3 
 

1 SCIENTEAMA, 27 rue des Glengarrians, 14610 Villons Les Buissons, France 
2 FILIX SAS, Rue Saint-Aventin, 10150 Creney-prés-Troyes, France 

3 Normandy Université UNIROUEN, ESIGELEC, IRSEEM EA 4353, 76000 Rouen, France 

*corresponding author, E-mail: agnusbenoit@yahoo.fr 
 

 

Abstract 

This paper presents a design of a fully textile antenna 

system with interesting electromagnetic performance over a 

wide frequency band. This research work is carried out by 

an innovative approach of realization of textile structures 

combining physical, electrical, structural and environmental 

specificities. The proposed structure consists originally of a 

source antenna associated with a parabolic reflector 

manufactured with textile materials supplied by the FILIX® 

company. After a description of the concept, an example of 

a prototype device is presented. An experimental result with 

a Wi-Fi terminal that operates around 2.45 GHz illustrates 

the possibility of receiving radiated EM energy. The present 

study shows that the parabolic reflector improves the level 

of power captured by the textile antenna.  

1. Introduction 

In the last few decades, with the tremendous progress of 

smart connected objects and wearable devices, intelligent 

textile systems have been emerging more and more. These 

systems cover various applications such as connected 

clothing and GPS tracking systems [1-2]. To adapt to the 

shape of implementation structures, the design of these 

systems uses new approaches such as flexible antennas [3-

4]. More recently, various topologies of textile antennas 

have been proposed according to the application 

environments [2,5]. This technology also allows the 

realization of RF and microwave systems with acceptable 

performance for high-speed radiocommunications with 

flexible structures that are not only surface-based but in 

three dimensions. Flexible antennas are generally designed 

using microstrip planar technology or screen printing using 

conductive inks [3-4]. The main limitations of these 

technologies in the context of textiles is the degradation over 

time because the use is extremely severe for structures 

(torsions degrading the bonds, chemicals, mechanical stress, 

thermal peaks ...). In the framework of the FIL 

HARMONIQUE project, all these constraints were 

integrated right from the concept definition so that the 

systems are reliable and durable on the stress gauges of a 

garment. 

Starting from these specific textile constraints, the 

difficulties resulting from the process of adapting electronic 

systems to a textile environment are avoided. This adaptive 

approach generally leads to a degradation of performance, 

an increase in cost by the addition of specific functions and 

an integration and engineering task that can sometimes be 

very heavy. On the other hand, in the FIL HARMONIQUE 

project, the question posed is related to accessible 

performance in a directly textile structure. 

2. Wireless communication proofs-of-concept  

Prototypes of textile planar antenna and innovative parabolic 

reflector are designed and tested as proofs-of-concept. 

2.1. Antenna and parabolic reflector design description 

The proposed textile antenna (A) is designed in planar 

microwave technology based on F-inverted topology. It is 

associated to the innovative reflector (R) presenting 

parabolic shape shown in Fig. 1. This reflector is originally 

designed with fully textile structure made fabricated with the 

materials fabricated by FILIX® introduced in Fig. 2. The 

reflectors are used to improve the power received by the 

antenna in free space communication.  

 
Figure 1: Photograph of the parabolic textile reflectors: 

R1(D=9 cm, in left) and R2(D=12 cm, in right). 

 
Figure 2: Coil of thread and textile web used to make the 

antenna. 
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This improvement can be quantified preliminary from the 

theoretical value of gains achievable with parabolic 

geodesies 6.5 dB for a diameter of D=9 cm and 8.5 dB for 

D=12 cm to operate at 2.5 GHz targeted to 80% efficiency. 

2.2. Experimental results 

To demonstrate the design feasibility of the textile A+R 

system in the realistic environment, indoor free space 

communication tests were carried out.  

2.2.1. Wi-Fi emission power spectrum experimentation 

As seen in Fig. 3(a), a Wi-Fi Tx terminal emitting pulses is 

considered. The textile Rx antenna is connected to a 

spectrum analyzer for reconstructing the received signal 

spectrum. For further understanding about the relevance of 

EM wave transmission in function of the reflector radius, 

Table 1 summarizes the received average power. 

 
Figure 3: Measured power spectrums of the textile A+R 

system receiving system: source alone in yellow, in blue 

A+R1 and in violet A+R2. 

Table 1: Theoretical and measured antenna gain and 

average power level. 

System Th. gain Meas. power Meas. gain 

A - -54.16 dBm - 

A+R1 6.5 dBi -50.06 dBm 4.1 dBi 

A+R2 8.5 dBi -48.56 dBm 5.6 dBi 
 

2.2.2. S-parameter measurement 

Fig. 4(a) show the S-parameter measurement of free space 

Rx-Tx communication performed with vector network 

analyzer (VNA) E5071C from Agilent technologies®. It 

consists of two Rx and Tx antennas positioned face to face 

at about 60 cm. Different cases of A and A+R terminals are 

considered. The measured transmission coefficients from 

0.1 GHz-4 GHz are monitored in Fig. 4(b).  

3. Conclusions 

A novel design of an innovative antenna system with 

parabolic reflector is introduced. The RF/microwave 

communication system consists entirely of textile materials. 

The design method of the proposed textile antenna system is 

described. The implementation technique to use the 

conductor fiber is explained. The innovative technique to 

sew the parabolic reflector is defined in function of the 

expected working frequency. 

 
Figure 4: (a) Experimental test scenario and (b) measured 

transmission coefficients. 

Acknowledgements 

Acknowledgement is made to the France Normandy Region 

for the “FIL HARMONIQUE” project grant no. 18E00151 

2017-2019 support of this research work, research and 

publication of the present article. 

References 

[1] H. Sun, Y.-X. Guo, M. He, Z. Zhong, A dual-band 

rectenna using broadband Yagi antenna array for 

ambient RF power harvesting, IEEE Ant. Wireless 

Propag. Lett., 12: 918-921, 2013. 

[2] G. Monti, L. Corchia, L. Tarricone, UHF Wearable 

rectenna on textile materials, IEEE Ant. Propag. Mag., 

61: 3869-3873, 2013. 

[3] Y. G. Rabobason, et al., Design of flexible passive 

antenna array on Kapton substrate, PIER C, 63: 105-

117, 2016. 

[4] Y. G. Rabobason, et al., Design and synthesis of 

flexible switching 1 × 2 antenna array on Kapton 

substrate, Eur. Phys. J. Appl. Phys., 74: 1-10, 2016. 

[5] H.-S. Zhang, S.-L. Chai, K. Xiao, L. F. Ye, Numerical 

and experimental analysis of wideband E-shape patch 

textile antenna, PIER C, 45: 163-178, 2013. 



 AES 2019, LISBON - PORTUGAL, JULY 24 – 26, 2019 

Chiral silicon photonic integrated circuits 

(Invited Talk) 

Jian Wang*

 

 

Wuhan National Laboratory for Optoelectronics, School of Optical and Electronic Information, Huazhong University of 

Science and Technology, Wuhan 430074, Hubei, China. *Corresponding author, E-mail: jwang@hust.edu.cn 
 

Abstract 

In this talk, we report recent advances in chiral silicon 

photonic integrated circuits. Ultra-directional high-efficient 

chiral coupling is demonstrated in the designed and 

fabricated silicon photonic circuits based on low-order to 

high-order mode conversion and interference mechanisms. 

The directionality of chiral coupling, in principle, can 

approach ±1. The chiral coupling efficiency can exceed 

70%, which is much higher than conventional 

coupling mechanisms. The demonstrations open up the 

possibility of on-chip chirality determination to further 

flourish the development of chiral optics. 

1. Introduction 

Chiral light-matter interaction enables new fundamental 

researches and applications of light. The photonic chiral 

behavior has been extensively studied on different platforms 

of metasurfaces [1], nanostructures [2], and various optical 

interfaces [3]. As for the nanophotonic waveguides, the 

strongly confined guided-modes naturally manifest as 

nonnegligible longitudinal polarization component. It gives 

rise to the large intrinsically transverse spin, and thus 

induces the remarkable spin-momentum locking 

phenomenon of light [4]. Accordingly, the on-chip chiral 

resolving, chiral photonic circuit emission and non-

reciprocal phenomenon have been recently revealed and 

investigated via silicon microdisk [5], dipole emission [6], 

and photonic crystal waveguides with embedded quantum 

dots [7]. Note that most of the reported photonic chiral 

behaviors face challenges in low directionality and low 

efficiency, fundamentally limited by their chiral mechanisms. 

In this talk, we report our recent demonstration on ultra-

directional and high-efficient chiral coupling in silicon 

photonic circuits [8], which are based on low-order to high-

order mode conversion and interference mechanisms. 

2. Working principle and device design 

The chiral effect of light-matter interactions is illustrated in 

Fig. 1(a), characterized by spin-dependent splitting of light. 

The proposed chiral photonic device is formed on silicon 

platform. As shown in Fig. 1(b), incident light with left- or 

right-handed circular polarization (LCP or RCP) is injected 

into a polymer (SU8)-assisted inversely tapered Y-branch 

silicon waveguide for chiral coupling. The device is divided 

into three parts, i.e. a thick wire polymer waveguide 

covering an inversely tapered silicon waveguide at the 

bottom (part I), a subsequent adiabatic inverse taper 

structure after the polymer waveguide (part II), and a Y-

branch waveguide at the end of the inverse taper structure 

(part III). For incident light, the x-pol. component excites 

TE0 mode of the polymer waveguide. It is then coupled into 

the inversely tapered silicon waveguide and maintained in a 

subsequent adiabatically tapered silicon waveguide as TE0 

mode. Meanwhile, the y-pol. component excites TM0 mode. 

The adiabatic inverse taper structure converts TM0 mode 

into TE1 mode [9], as shown in Fig. 1(c).  In the adiabatic 

inverse taper structure, TE0 and TE1 modes produce spatial 

interference, giving rise to quasi-periodic up and down field 

oscillation along propagation and determining directional 

coupling to output of the followed Y-branch waveguide. 

 

 
Figure 1: Principle and design of chiral silicon photonic circuits. 

(a) Illustration of chiral effect of light-matter interactions. (b) 3D 

view of chiral silicon photonic circuits (polymer-assisted inversely 

tapered Y-branch silicon waveguide) (c) Calculated effective 

refractive index versus the silicon waveguide width. 

3. Experimental results 

We fabricate the chiral photonic device on silicon platform 

and demonstrate the chiral coupling effect. The setup and 

results are shown in Fig. 2. The inset of Fig. 2(a) shows the 

measured optical microscope image of the fabricated chiral 

silicon photonic circuits. The input and two output ports of 

the silicon photonic circuits are all covered by a square 

polymer (SU8) waveguide (3.5 μm   3.5 μm) to facilitate 

efficient excitation and output of light. The handedness-

dependent output from chiral silicon photonic circuits is 

photographed by a camera under different polarization 
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handedness of incident light with helicity  = -1, -0.5, 0, 

0.5 and 1, respectively, at two wavelengths of λ1 in Figs. 

2(b)-2(f) and λ2 in Figs. 2(g)-2(k) with opposite 

directionality. One can clearly see the distinct chiral 

coupling to different output ports of the Y-branch 

waveguide that is determined by the helicity of incident 

polarization handedness. 
 

 

Figure 2: Experimental setup and results to measure the chiral 

coupling outputs. (a) Experimental schematic diagram with an 

inset of optical microscope image. Pol: polarizer; HWP: half-wave 

plate; QWP: quarter-wave plate; OL: objective Lens; L: lens. (b)-

(k) Measured spin-dependent output from chiral silicon photonic 

circuits under different incident polarization handedness with 

helicity  =-1 (b, g), -0.5 (c, h), 0 (d, i), 0.5 (e, j) and 1 (f, k), 

respectively, at two wavelengths (λ1: (b)-(f), λ2: (g)-(k)) with 

opposite directionality. 

 

 
Figure 3: Measured directionality of chiral coupling under 

different incident polarization handedness at two wavelengths (λ1, 

λ2) with opposite directionality. 

We characterize the directionality of chiral coupling in 

silicon photonic circuits and measure power from two 

output ports of the Y-branch waveguide, as shown in Fig. 3. 

The adjustable polarization state of incident light by 

controlling the rotation angle of the QWP is illustrated on 

top of Fig. 3. The measured results under different incident 

polarization handedness at two wavelengths (λ1, λ2) with 

opposite directionality are in good agreement with predicted 

values by theory. In particular, the absolute values of 

measured directionaliy D  exceed 0.92 under complete 

LCP ( 1


 ) and RCP ( +1
 ) inputs, indicating the achievable 

high directionality of chiral silicon photonic circuits. We 

also simulate chiral silicon photonic circuits, showing an 

ultra-high directionality approaching ±1 and high efficiency 

larger than 70%. 

4. Conclusions 

We demonstrate simple silicon photonic circuits for on-chip 

chiral coupling with superior performance based on low-

order to high-order mode conversion and interference. It is 

believed that photonic integrated circuits will play an 

increasingly important role in chip-scale chiral optics and 

more chirality-related emerging applications. 
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Abstract 

We present an overview of the factors affecting giant 

magnetoimpedance (GMI) effect and post processing tools 

allowing optimization of the GMI effect of soft magnetic 

wires.  Generally, high GMI effect has been observed in 

Co-rich magnetic microwires. Annealing at adequate 

conditions allows manipulation the magnetic properties of 

amorphous ferromagnetic microwires. Stress-annealing 

allows induction of transverse magnetic anisotropy and 

GMI effect improvement in Fe-rich magnetic microwires.   

1. Introduction 

Soft magnetic materials and especially magnetic wires can 

present giant magnetoimpedance (GMI) effect suitable for 

industrial applications [1]-[5]. GMI effect can be observed 

either in crystalline or in amorphous magnetic wires, but 

amorphous magnetic wires present several advantages, such 

as superior mechanical and magnetic properties [2]-[5]. For 

these reasons, amorphous wires have attracted considerable 

attention since the 70-s [2]-[5].  

Magnetic microwires prepared using the Taylor-Ulitovsky 

technique with thin metallic nucleus (typically with 

diameters from 0.5 to 50 m) covered by flexible, insulating 

and biocompatible glass are quite demanded for a great 

number of applications [2],[6].  

In amorphous materials the magnetoelastic anisotropy 

becomes one of the most important parameters that 

determine the magnetic properties [2]. In the case of glass-

coated microwires the magnetoelastic anisotropy 

contribution is even more relevant since the preparation 

process involves not only the rapid quenching itself, but also 

simultaneous solidification of the metallic nucleus 

surrounded by the glass-coating with rather different thermal 

expansion coefficients [2].  

Fe-rich glass-coated microwires are less-expensive and 

present a number of advantages, i.e. higher saturation 

magnetization [2]. Additionally, Co belongs to critical raw 

materials [7]. As a consequence, the insecure supplies of Co 

could hinder the development of new technologies related to 

massive applications. Accordingly, Fe-based microwires are 

preferable for large scale applications. But generally as-

prepared Fe-rich microwires present much lower GMI effect 

than Co-rich microwires [2], [5]-[8]. Therefore, certain 

efforts have been recently paid to optimization of the 

magnetic softness and GMI effect in Fe-rich microwires [2], 

[10].  

Consequently, we present our recent experimental results on 

post- processing of magnetic microwires with aim to achieve 

better magnetic softness and GMI effect.  

2. Materials and methods 

We selected typical Fe-rich (Fe75B9Si12C4) and Co-rich 

(Co69.2Fe4.1B11.8Si13.8C1.1) alloys in which the phase diagram 

presents deep eutectic. Such chemical compositions were 

used previously for preparation of amorphous Fe-rich and 

Co-rich microwires [2]. 

2.1. Experimental technique 

Hysteresis loops have been measured using fluxmetric 

method previously described elsewhere [9]. We represent 

the normalized magnetization, M/M0 versus magnetic field, 

H, where M is the magnetic moment at given magnetic field 

and M0 is the magnetic moment of the sample at the 

maximum magnetic field amplitude, Hm.   

For GMI characterization we used GMI ratio, Z/Z, defined 

as:   

                                    (1) 

where Hmax is the maximum axial DC magnetic field 

(usually up to few kA/m). 

We used micro-strip sample holder placed inside a 

sufficiently long solenoid that creates a homogeneous 

magnetic field, H. The sample impedance, Z, was measured 

using vector network analyzer from the reflection coefficient 

S11 using expression [7]:  

                      (2) 

where Z0=50 Ohm is the characteristic impedance of the 

coaxial line. Employed GMI measurements method allows 

evaluation of the GMI effect up to GHz frequencies.
 

3. Results and discussion 

Studied Co-rich and Fe-rich as-prepared microwires present 

rather different magnetic properties and hence GMI effect: 

Fe75B9Si12C4 microwires present rectangular hysteresis loops  

with coercivity, Hc, (about 55 A/m) an order of magnitude 

higher that of Co69.2Fe4.1B11.8Si13.8C1.1 microwires. 
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Co69.2Fe4.1B11.8Si13.8C1.1 microwires present linear hysteresis 

loops with low Hc (see Fig. 1a and Fig. 1b)..  
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Figure 1. Hysteresis loops of as-prepared Fe75B9Si12C4 (a) 

and (b) Co69.2Fe4.1B11.8Si13.8C1.1 microwires. (c) Hysteresis 

loops of as-prepared and stress-annealed at Tann=300
o
 C (190 

and 900 MPa) Fe75B9Si12C4 microwires. 

 Accordingly, magnetically softer 

Co69.2Fe4.1B11.8Si13.8C1.1 microwires exhibit an order of 

magnitude higher GMI ratio than Fe75B9Si12C4 microwires 

(see Fig. 2).  

Stress annealing of Fe based microwires allowed 

considerable magnetic softening (coercivity decreasing) and 

induction of transverse magnetic anisotropy as can be 

observed from hysteresis loops measured in stress-annealed 

Fe75B9Si12C4 microwires (Fig. 1c). Magnetic properties are 

considerably affected by the stress, σm, applied during the 

stress annealing: induced transverse magnetic anisotropy 

becomes more noticeable with increasing of σm -values. 

 Accordingly, remarkable improvement of GMI ratio is 

observed in stress-annealed Fe75B9Si12C4 microwires: 

improvement of Z/Z –values by an order of magnitude is 

achieved (Fig. 3). 
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Figure 3. Z/Z(H) dependencies of as-prepared and stress-

annealed at Tann=350
o
 C (190 and 900 MPa) Fe75B9Si12C4 

microwires measured at 100 MHz. 

4. Conclusions 

We observed that the stress-annealing allows remarkable 

improvement of GMI effect in Fe-rich microwires : an order 

of magnitude GMI ratio and magnetic softness 

improvement in Fe-rich microwires is demonstrated. 

 The future scope of our research will be focused on 

magnetic wires miniaturization and further development of 

appropriate post-processing. 
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Figure 2. Z/Z(H) dependences of as-prepared 

Co69.2Fe4.1B11.8Si13.8C1.1 and Fe75B9Si12C4 measured at 

100 MHz. 
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Abstract 

We observed evolution of the transmission and reflection 

parameters of the composites containing magnetic 

microwire inclusions during the composites matrix 

polymerization. A remarkable change of the reflection and 

transmission in the range of 4-7 GHz upon the matrix 

polymerization is observed. Obtained results are considered 

as a base for novel sensing technique allowing non-

destructive and non-contact monitoring of the composites 

utilizing ferromagnetic glass-coated microwire inclusions 

with magnetic properties sensitive to tensile stress and 

temperature. 

1. Introduction 

Amorphous magnetic materials can present an unusual 

combination of excellent magnetic properties (e.g. high 

magnetic permeability, giant magnetoimpedance, GMI, 

effect, magnetic bistability, Matteucci and Widemann 

effects, ) and superior mechanical properties (plasticity, 

flexibility) making them suitable for numerous industrial 

applications [1]-[2]. Furthermore the preparation method 

involving rapid melt quenching is quite fast and cheap and 

above mentioned magnetic softness can be realized without 

any complex post-processing treatments [1].  

The development of novel applications of amorphous 

materials requires new functionalities, i.e. reduced 

dimensions, enhanced corrosion resistance or 

biocompatibility [1]. Glass-coated microwires prepared 

using the Taylor-Ulitovsky method fit to most of 

aforementioned expectation: such magnetic microwires have 

micro-nanometric diameters (typically 0.5-50 m) covered 

by thin, insulating, biocompatible and flexible glass-coating 

[1] and can present excellent magnetic softness or magnetic 

bistability [1],[3].  

These features of glass-coated microwires allow 

development of new exciting applications in various 

magnetic sensors [1]-[3], as well as in smart composites 

with tunable magnetic permittivity [2]-[3]. A few years ago 

the stress dependence of the  GMI effect is proposed for the 

mechanical stresses monitoring in fiber reinforced 

composites (FRC) containing microwires inclusions [2]-[4]. 

A novel sensing technique involving free space microwave 

spectroscopy utilizing ferromagnetic microwire inclusions 

presenting the high frequency impedance is quite sensitive 

to tensile stress and magnetic field [4].  

In this work we provide our recent results on study of 

the stresses arising during the polymerization of the matrix 

in FRCs on permittivity of the FRC with embedded 

microwire inclusions. 

2. Materials and methods 

We used glass-coated Fe3.8Co65.4Ni1B13.8Si13Mo1.35C1.65  

(metallic nucleus diameter, d=18.8 μm, total diameter, 

D=22.2 μm,  =d/D= 0.88) microwires with low negative 

magnetostriction coefficients, λs, prepared by Taylor-

Ulitovsky technique described elsewhere [2]. The 

temperature during the polymerization process has been 

measured by a standard thermocouple. 

For the composite matrix we used a vinylester resin 

(DERAKANE 8084) resin, accelerated with Cobalt Octoate 

(0,3 pph) and catalyzed with Methyl Ethyl Ketona (MEK 

60%, 1,5 pph).  

We used the free space measurement system 

previously described in details in [4]. The reflection (R) and 

transmission (T) coefficients were measure in free-space. 

The experimental set-up consists of a pair of broadband horn 

antennas (1-17 GHz) and a vector network analyzer. The 

composite was placed in 20 x 20 cm
2
 window to avoid the 

edge effects. This window limits the applicable frequency 

range in 4-17 GHz.  More detailed description of the free 

space systems is given in our previous publications [4]. The 

composites with ordered glass coated amorphous wires 

embedded in the thermoset matrix polymerization were 

prepared (Fig.1). 

 Figure  1 Sketch of a FRC with embedded 

microwires . 
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The polymerizing matrix provides external stimuli for 

the microwire inclusions (Fig. 1), which affects the magnetic 

properties and the GMI effect of microwires. 

3. Results and discussion 

During the polymerization process of the resin, volume 

shrinkage of about 8.2 % occurs and solid cured resin is 

obtained. The mechanical properties of the cured resin are 

the following: tensile strength of 76 MPa, tensile modulus of 

2.9 GPa, and tensile elongation of 8-10%. However, apart of 

the matrix shrinkage considerable heating takes place. 

Therefore, in order to understand the processes during the 

polymerization of the composite that can affect the 

microwires we have measured the evaluation of temperature 

using a thermocouple. Obtained temperature changes during 

the polymerization represented at temperature, T, versus 

time, t, are sown in Fig.2. 

As can be observed from the Fig.2, the matrix 

polymerization produces a heating of the composite up to 80 
o
C. As described above, we measured the transmission, T, 

and reflection, R, parameters of the composite containing 

Co-rich microwires (Fe3.8Co65.4Ni1B13.8Si13Mo1.35C1.65) using 

the free space system.  

As can be appreciated from Fig.3, considerable variation of 

the T-parameter is observed in the range frequency, f, of 4-7 

GHz upon thermoset matrix polymerization (Fig.3). A non-

monotonic variation of T-parameter upon polymerization is 

observed (Fig.3a). Additionally, some changes of R-

parameter are also observed in a wide f- range (Fig.3b). 

Observed changes of electromagnetic properties can be 

related to two main phenomena arising during the composite 

matrix polymerization: heating and mechanical stresses. As 

we mentioned above, apart of the matrix heating, the 

polymerization is accompanied by change of density and 

shrinkage. Therefore we can assume that the matrix 

shrinkage produces compressive stresses in magnetic 

nucleus of glass-coated microwires. Observed T(f) 

dependencies with are non- monotonic: some increase of T 

observed up to t=15 min (at f ≈4-7 GPa) followed by T 

decrease at t>15 min. Such evolution of T-parameter can be 

therefore associated to the heating and consequent cooling 

of the FRC.  

4. Conclusions 

We propose a novel sensing technique for non-destructive 

composites monitoring utilizing ferromagnetic microwire 

inclusions with magnetic properties sensitive to tensile stress 

and temperature. We have studied in-situ the impact of 

matrix polymerization on the evolution of the T- and R- 

parameters of the composites with microwire inclusions. We 

observed considerable variation of the T-parameter (in the 

range of 4-7 GHz) and R-parameter upon composite 

polymerization. Observed dependencies are discussed 

considering the matrix shrinkage during the polymerization 

and heating during the matrix polymerization and their 

influence on magnetic properties of glass-coated microwires. 
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Figure 3. The Transmission, T (a) and reflection, 

R (a) parameters measured using free-space 

system during the composite polymerization. 
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Recently we have demonstrated that robust optofluidic lasers based on standard Fabry-Perot 

(FP) optical cavity, made by two plane parallel mirrors, can be realized coupling two direct 

writing techniques: femtosecond micromachining technology and high resolution ink-jet 

printing. The chip design includes two parallel and empty pockets where metallic mirrors are 

printed and a central microfluidic channel where the active material flows. The device 

geometry is completed by additional microchannels necessary to insert microtubes and an 

optical fiber used to collect the output laser light.  

Pumping is obtained by exploiting the 2nd harmonics of a linearly polarized Nd:YAG laser (5 

ns pulse) focused on the sample through a cylindrical lens. The corresponding linear spot is 

completely absorbed by the dye solutio flowing in the microfluidic channel at a constant rate 

of 3.3 μL/min. The emission light, collected by the integrated fiber, is delivered to a high-

resolution spectrometer. 

The realized dye lasers show good performances allowing achieving state of the art low 

pumping threshold down to 2 µJ/mm2 using a solution of Rh-6G in ethanol as active      

medium [1]. The obtained linewidth of 0.5 nm corresponds to a quality factor Q >103 that 

overcomes by about one order of magnitude the value obtained by other optofluidic laser 

based on FP resonator [2]. 

With the aim of improving the laser mode stability and the performances of the laser oscillator 

we have exploited the same technology in order to develop a hemispherical cavity, where one 

plane mirror acts as output coupler. The curvature radius R of the spherical mirror and the 

cavity length L were adjusted in order to fulfill the cavity stability condition R > L. 

Additionally, optimization of critical alignment of the device was carried out. Ultra-fine and 

user-friendly control of the pumping line spot on the cavity microchannel was achieved by 

exploiting a diffraction pattern detection method. Since an integrated optical fiber has been 

used for collecting the laser output, at the same time we have studied the effect of its alignment 

on the detected signal.  We implemented a high resolution control of its location inside the 

chip by checking its position and tilt angle with respect to the mirror orthogonal axis.  In this 



way remarkable improvements have been demonstrated in laser performances with respect to 

devices previously realized.  

Moreover, visualization of the emitted laser beam and intensity profile (Fig.1) was obtained, 

while a high-resolution spectrometer allowed measuring an emission line as narrow as 

0.05nm, ten times lower than in the former demonstration [1].  The quality factor of this device 

has been measured to be Q > 104 and overcomes by one order of magnitude the state-of-the-

art of any previous optofluidic laser based on a typical FP cavity. Moreover, it is very close 

to the values obtained in conventional optofluidic ring laser exploiting the WGM resonances. 

The reported results make attractive this robust glass embedded microlaser for applications 

related to biosensing, security and environment control.  

 

 
Fig.1 - Image and beam profile of the laser spot. 
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Abstract- The linear and non linear responses of nanostructures are investigated with the B-spline 

modal method. The study is depicted for both plane waves and focused beam illumination. The 

simulation of a focused beam can be used to simulate the real conditions of experiments. I will 

show how computations can be accelerated, using either specific implementations of the modal 

equations, sparse matrices or learning.    

 

Focusing the light onto nanostructures thanks to spherical lenses is a first step to enhance the field, and is 

widely used in applications, in particular for enhancing non-linear effects like the second harmonic generation. 

Nonetheless, the electromagnetic response of such nanostructures, which have subwavelength patterns, to a 

focused beam can not be described by the simple ray tracing formalism. Here, we present a method to compute 

the response to a focused beam, based on the B-spline modal method, which is known to be fast thanks to a 

non-uniform mesh and sparse matrices. The eigenmodes are computed in each layer for both polarizations in 

conical mounting and are then combined for the computation of scattering matrices. The simulation of a gaussian 

focused beam is obtained thanks to a truncated decomposition on plane waves computed on a single period, 

which limits the computation burden. 

A specific formalism is developed to compute the second harmonic field under the undepleted pump 

approximation. The nonlinear polarization induced by a fundamental plane wave or a focused beam generates a 

source term at the doubled frequency. The latter is divided into a finite number of sub-sources and the second 

harmonic field is subsequently computed by integration of these sub-sources contributions. 

Through this presentation, I will show various strategies to hasten the computations, either through the 

implementation of the modal method itself, or by using specific strategies involving sparse matrices or learning 

of scattering matrices.  

  

Figure 1: Metal-insulator-metal resonators array under a focused beam at the resonance wavelength. The 

beam is impinging on mainly three resonators of the array.    
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Abstract 

Strong energy harvesting in suspended nanopatterned 

germanium (Ge) thin-film is characterized in the near-

infrared. Specifically, perfect light absorption can be 

achieved in nano-hole arrays based on guided resonance of 

the thin film when illuminated from a single side. Its 

response is both angle insensitive and polarization 

independent, with over 95% absorption at an incident angle 

up to 20°. The ultrathin design allows the active area with a 

short carrier diffusion length, i.e., the efficiency of the 

detection will be improved, paving a way for small footprint 

high-speed and high-responsivity photon detection. 

1. Introduction 

Instead of intrinsic layer with large thickness then hindering 

the fast response devices, light absorption by a 

semiconductor thin layer has become practically and 

fundamentally important in recent decades, such extensive 

works have found appealing applications such as solar cells 

and photon detection [1,2]. Various physical mechanisms 

give rise to absorption enhancement with thin-layer 

artificially dielectric structures [2, 3].  It is well known that 

the concept of high-refractive index dielectric metasurfaces 

exhibiting Mie resonances is adopted to construct super 

absorbing, based on the interference between 

simultaneously induced electric and magnetic dipoles [3]. 

While periodically structured surfaces or other plasmonic 

nanoantenna structures [4] are employed to increase 

absorption, nanohole arrays structures exhibit a significant 

improvement of the light absorption that exceeds [5] or 

approaches [6] the theoretical Yablonovitch limit, here we 

mean that the thin layer itself is patterned. In addition, 

nanohole arrays have an efficiency superior to nanopost 

arrays to some extent [7].   

In this summary, investigation of the light absorption 

enhancement of nanohole arrays in suspended Ge thin-film 

is carried out to numerically verify the optical response, 

aiming to use these films in photon detection applications 

for their minimization size and compatibility with CMOS 

technology, which will be beneficial for future monolithic 

integration. 

2. Simulation methods and results 

Fig. 1 shows the structure of the proposed freestanding Ge 

absorber. The period (a), dimeter (d), and thickness (h) of 

the air holes are 540 nm, 408 nm, and 230 nm, respectively. 

The designed wavelength is 1310nm with normal incidence 

and optical constants of Ge are from Palik’s handbook [8].  

The light trapping structures were performed using the S4 

implementation [9] based on Rigorous Coupled Mode 

Analysis (RCWA) [10]. The absorption, transmittance and 

reflectance are satisfied A=1-T-R. 

 

 
Figure 1: Three-dimensional schematic of the proposed 

freestanding Ge air hole absorber. The lattice constant in 

both x and y directions is a=540 nm, the dimeter of air holes 

is d=408 nm and the thicknesses of the film is h=230nm for 

perfect absorption (A=1-T-R=100%).  

 

For a two-port resonator system, the one-side incident wave 

can be completed absorbed provided the resonator support 

two frequency-degenerate resonances which has opposite 

symmetry properties simultaneously as described in Piper 

and Fan’s paper [3]. And from the point view of critical 

coupling, the incident power will be absorbed on resonance 

when the dissipation rate in the resonator is equal to the 

leakage rate of energy. In our theoretically infinite Ge air 

hole configuration, each face (top and bottom) of the Ge 

film acts as a port, and the material itself acts as appearance 

of dissipation to the system, so perfect absorption can be 

obtain through optical optimization of structural parameters 
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as shown in Fig. 2(a). Fig. 2(b) shows the intensity 

distribution through the centerline of the unit cell in a 

certain set of perfect absorption configurations from fig. 

2(a). The strongly confined local field in the film is 

favorable condition for separation of charge-carrier pairs 

which is beneficial for high-responsivity and high-speed 

transport behaviors.  

 
Figure 2: (a) Contour plots of absorption with variations of 

the radius and lattice constant of air holes, the film 

thickness is fixed as 230nm. Panel (b) shows the intensity 

distribution through the centerline of the unit cell in the 

perfect absorption configuration. The dashed line here 

shows envelop of the air hole structure. 

 

The dependence of the absorption of such a thin film 

absorber on the incident wavelength and angle is also 

studied. In Fig. 3(a), it is worth noting that the absorption 

spectra exhibit a relatively narrow spectrum bandwidth 

which is approximately 30nm with over 95% absorption. 

The cross-shaped air hole or bilayer structures are the 

potential solutions for extending the bandwidth.  Fig. 3(b) 

shows the property of angle insensitive with over 95% 

absorption at an incident angle up to 20°. 

 
Figure 3: (a) Absorption spectra under normal incidence 

and (b) incident angle tolerance at 1310nm with period, 

dimeter, and thickness of the air holes are 540 nm, 408 nm, 

and 230nm, respectively.  

3. Conclusions and outlook 

In conclusion, a freestanding Ge thin film absorber with 

periodic air hole configuration in the near-infrared region is 

theoretically demonstrated. It is shown that perfect 

absorption can be achieved in such subwavelength-thin 

structures without the aid of traditional metal-dielectric 

scheme and rarely due to guided resonance of the film. A 

thinner film also has the added advantage of efficient 

charge-carrier transport. Those appealing features makes the 

thin film a good candidate for high-speed and high-

efficiency photodetectors. The structure also has potential 

prospect to improve the absorption 2D material devices for 

photo detection and sensing.  
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Abstract 
The coordinate transformation method in electromagnetic 
theory of gratings (the C method) has been improved re-
cently so that it can model smooth-profile gratings of 
groove depth to period ratio up to 10. However, if such a 
grating is coated with a thin dielectric layer, the C method 
encounters a new type of numerical instability. This work 
reveals the origin of the instability and offers two solutions. 

1. Introduction 
The coordinate transformation method in electromagnetic 
theory of gratings (the C method) was first proposed by 
Chandezon et al [1] in 1980. Since then, the works of many 
researchers have enabled it to model dielectric and metallic 
gratings, isotropic and anisotropic gratings, one-dimensional 
and two-dimensional (crossed) gratings, and the grating pro-
files can be almost arbitrary. Nowadays it is truly one of the 
most efficient and simple methods for modelling surface-
relief gratings, especially coated gratings [2-4]. However, 
the C method is not perfect. Only a few years ago, on the 
one hand, a grating with sharp edges had slow but steady 
numerical convergence even if the grooves were deep. On 
the other hand, a shallow and smooth grating had quick ini-
tial convergence but eventual divergence as the truncation 
number increased; for deep and smooth gratings, conver-
gence was impossible when numerical computation was 
done in double precision. 

Five years ago, we began an in-depth study of the C 
method. By focusing on the condition numbers of the eigen-
values and eigenvector matrix of the matrix eigenvalue 
problem in the C-method and studying their relationships 
with the continuity properties of the grating profile function, 
we found ways to improve the C method greatly. It now can 
be used to model accurately smooth bare gratings of groove 
depth to period ratio up to 10, and the truncation number 
range practically has no upper limit [5, 6]. As we extended 
our research, we found for deep and smooth bare gratings 
coated with a thin dielectric layer, the C method equipped 
with many well-tested numerical algorithms, e.g. the S ma-
trix algorithm, to solve the boundary-matching equations 
exhibited strong numerical instability. In this paper, we 
show the newly discovered numerical instability, reveal its 
origin, and offer two solution methods. 

2. Presentation of the problem 
Due to page limitation, we give only one example, a distort-
ed sinusoidal grating with profile function a(x) = sin2[πf(x)], 
f(x) = 5x/4 if 0 ≤ x < 0.4 and f(x) = (5x+1)/6 if 0.4 ≤ x ≤ 1. 
The refractive indices of the incident medium, the confor-
mally coated layer, and the substrate are 1.0, 1.5, and 1.7, 
respectively. The angle of incidence is arcsin(1/3). The op-
tical wavelength, grating groove depth, and the coating 
thickness t are 0.6328, 1.0, and 0.01, respectively, all in unit 
of grating period. Figure 1 shows the convergence of error 
of energy balance vs truncation number N for a bare grating 
(when the coated layer is absent), where Σ stands for sum of 
diffraction efficiencies of all propagating orders. The nega-
tive of the vertical axis gives the number of accurate deci-
mal places of individual diffraction orders (this is true for 
the C method). Therefore, the C method converges very 
well. Figure 2 shows the convergence of the C method for 
almost the same grating, now coated. For clarity, only TM 
polarization is shown. In the figure legend, FM stands for 
the full-matrix algorithm, WsS for the W → s → S variant 
of the S-matrix algorithm [7], WS for the W → S variant of 
the S-matrix algorithm [8], and ET for the enhanced trans-
mittance algorithm [9]. The full-matrix algorithm is one that 
solves the whole system of linear equations as is, keeping 
all unknown field amplitudes. One can immediately see that 
with the FM algorithm the C method works for the coated 
grating as well as for the bare grating, but the three recur-
sive algorithms show strong numerical instability. 

3. Origin of the new numerical instability 
The numerical instability shown in Figure 2 is clearly not 
due to the exponential growth of the modal fields in the 
coated layer because the layer thickness is very small. Alt-
hough not shown here, our numerical test for zero coated 
layer thickness led to similar numerical instability. Our the-
oretical analysis and numerous numerical tests revealed that 
the origin of the problem is in the poor condition of the ma-
trix that is formed by the eigenvectors of the matrix eigen-
value problem of the C method. For gratings of smooth and 
deep profiles, the condition numbers of some leading eva-
nescent eigenvalues and the eigenvector matrix grow expo-
nentially. Then round-off error creates numerical instability 
in matrix manipulations like matrix inversion, even though 
actual inverse matrices are never calculated. When t is 
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large, this effect is damped out by the exponential decay of 
the modal fields. When t is small, coupling between numer-
ically contaminated upward and downward eigenvectors is 
strong, hence giving rise to numerical instability. Apparent-
ly, different recursive algorithms have different vulnerabili-
ties to a given poor condition of eigenvector matrix. The 
FM algorithm contains no matrix inversion; therefore, it has 
the best resistance to poor condition of the eigenvector ma-
trix. 

 

Figure 1: Convergence of the C method for the distorted 
sinusoidal bare grating. 

 

Figure 2: Convergence of the C method for the distorted 
sinusoidal thinly coated grating. 

 

4. Methods to overcome the numerical instability 
From Section 2, it is already obvious that one of the methods 
to overcome the numerical instability is to use the full-
matrix algorithm. The second method we have found is to 
use the perturbative preconditioning method that we devel-
oped in [6]. We first solve the matrix eigenvalue problem 
with perturbative preconditioning as described in [6]. Then, 
we apply the preconditioning to the matrix inversions in the 
recursive algorithms. Specifically, we convert the matrix to 
be inverted, which has been calculated in double precision, 
in a k-digit data representation, where 5 ≤ k ≤ 7. Then, we 
store the matrix back in the double precision data representa-
tion, and proceed with a recursive algorithm normally in 
double precision. The above data precision conversions can 

be easily done by using the MATLAB toolbox Advanpix 
[10]. Figure 3 shows the convergence of the transmitted 
−1st-order diffraction efficiency, computed with k = 5. The 
change of vertical axis is because after perturbative precon-
ditioning energy balance is no longer automatically satisfied. 
The reference value 1

sT−  is obtained by using the FM algo-
rithm. The figure shows that from a practical point of view 
all three recursive algorithms work well. The drawbacks of 
this method are that it relies on having a means of convert-
ing data precision and the selection of k value may be grat-
ing problem dependent. 

 

 
Figure 3: Improved convergence of the C method for the 
thinly coated distorted sinusoidal grating, obtained by ap-
plying perturbative preconditioning to the matrices to be 
inverted. 

5. Conclusions 
We have presented the newly discovered numerical instabil-
ity of the C method when it is applied to thinly coated grat-
ings of smooth and deep grooves, revealed its origin, and 
offered two solution methods.  
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Abstract 

Detection of buried objects using ultra-wideband ground 
penetrating radar measurements have been a challenging 
area of research aiming for high detection probabilities 
while assuring low false alarm rates. In this paper, 
conducting objects of similar size but different geometries 
are buried very close to ground surface. Effective 
preprocessing and energy-based electromagnetic features 
are used to detect and recognize buried targets from their 
subsurface microwave images constructed from real-time 
A-scan measurements conducted in cross-track and down-
track directions.   

1. Introduction 

Ground Penetrating Radar (GPR) is a well-known ultra-
wideband electromagnetic sensor which has a large area of 
applications such as landmine or improvised explosive 
device (IED) detection in military applications, detection of 
people or animals trapped behind walls or under demolished 
buildings in rescue operations, detection of archeological 
sites or mineral deposits buried in soil etc. [1-2]. Subsurface 
detection of buried objects is a challenging problem due to 
many factors including  antenna coupling effects, powerful 
reflections from the air-ground boundary, absorption of 
electromagnetic power by soil, and interferences of clutter 
signals caused by the heterogeneous structure of the soil and 
the clutter objects like rocks, metal and non-metal trash in 
the environment. The time-domain signals (A-Scan signals) 
measured by a GPR system provides us the time-localized 
(hence space-localized) information about the reflected and 
scattered signals coming from all kinds of discontinuities 
and objects placed in the measurement environment. The 
two-dimensional and three-dimensional GPR data can be 
obtained by scanning the ground in cross-track and down-
track directions resulting in the B-Scan and C-Scan data, 
respectively.  Such data, after proper preprocessing, can be 
used to construct microwave images or to extract energy-
based target features for the detection and identification of 
buried objects. 

In this paper, a preprocessing method based on the use of 
cumulative energy curves [3-4] is used to remove the air-
ground reflections from raw GPR A-Scan signals because 
such strong reflections can increase the false alarm rate and 
decrease the detection rate by masking and deteriorating the 
desired signals coming from buried targets. Then, the 
preprocessed C-Scan data set is used to obtain microwave 
images of the buried targets which are basically thin 
conducting discs with circular, rectangular and triangular 
cross-sections. While the total energy values of preprocessed 
A-Scan signals are used to construct the images, the 
cumulative energy curves belonging to A-scan signals are 
also used as additional target features for improved 
recognition when the image resolution is not good enough.  

2. Design of Experiments and Image Construction 

In this study, down-looking GPR type stepped frequency 
measurements are recorded by using a computerized set up 
composed of a portable vector network analyzer, a 
wideband (1 to 18 GHz) horn antenna,  and an all-wooden 
soil box of planar dimensions 2 meters by 3 meters with a 
depth of 1.2 meters as shown in Fig. 1.  
 

 
 
Figure 1: General view of experimental setup for subsurface 
measurements.  
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The test targets are as large as to fit a cross-sectional area of 
10x10 cm and all has the same thickness of 2 cm. They are 
buried just 1 cm below the air-ground boundary as 
described in Fig. 2 below.  
 
 
 
 
 
 
 
 
 
 
 
Figure 2: The circular disc type target (T) is buried 1 cm 
below the air (blue)-soil (brown) boundary. The aperture of 
the antenna (A) is 10 cm above the ground. 
 
The A-Scan signals are recorded at each one of 225 
measurement points taken by 2 cm scanning steps in both 
cross-track and down-track directions within a 30 cm by 30 
cm measurement domain.  To provide sufficient spatial 
image resolution, S11 scattering parameter measurements 
are recorded over the frequency band extending from 15 
GHz to 16 GHz as the horn antenna has a relatively narrow 
HPBW of about 14 degrees over this band. First, the ground 
reflections are removed from the raw data by improved 
preprocessing techniques to facilitate the detection of buried 
objects [3]. Sample A-Scan measurements with and without 
a target is shown in Fig. 3. Next, the target images are 
obtained by computing the total energy ET of each recorded 
A-scan signal x(t) with the formula 
 

        



0

2)( dttxET
                                                          (1) 

 
The contour plot for the GPR image obtained for the buried 
triangular conducting disc is given in Fig. 4 as an example of the 
results. The location and shape of the actual target is overlaid in 
the image. 
  

 
 
Figure 3: Raw A-Scan signals for no target case (red curve) 
and for rectangular target (blue curve). 
 
 

 
 

Figure 4 : Image obtained for the triangular conducting disc. 

3. Conclusions 

It has been observed in this study that the directivity of the 
antenna beam-width is critical to obtain a good spatial 
resolution in subsurface imaging. It is also noticed that 
detection of thin targets buried very close to the air-soil 
boundary may be very tricky as the returns coming from the 
target may be removed unintentionally while removing the 
ground reflections. Improved methods for ground reflection 
removal need to be used instead of the simple thresholding 
technique to avoid such critical errors.  
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Abstract 

Densely packed metasurfaces composed of cylindrical 

silicon nano-resonators were found to demonstrate the 

phenomenon of electromagnetically induced transparency at 

electric dipolar resonances. It was shown that this 

phenomenon is not related to overlapping of dipolar 

resonances or to the Kerker’s effects. The observed 

transparency appeared to be related to interference between 

waves scattered by nano-resonators and by additional 

scattering centers including the electric branch of lattice 

resonances. Coupled resonance fields were also found to 

contribute to observed phenomena.   

1. Introduction 

We have recently shown [1, 2] that electromagnetic 

responses of metasurfaces (MSs) composed of cylindrical 

silicon nano-resonators (NRs) drastically depend on the 

lattice constant characterizing the periodicity of these arrays. 

At fixed diameters of nano-resonators, chosen to be 240 nm, 

densely packed MSs with the lattice constant Δ of about 300 

nm revealed strong interactions between neighboring NRs. 

On the contrary, in sparsely packed MSs with Δ = 450 nm, 

meta-atoms conserved autonomous behavior and remained 

unaffected by neighboring resonances. 

From the analysis of recent literature devoted to studies of 

silicon MSs [3, 4] it could be concluded that most intriguing 

results, such as  full transmission and 2π phase control at 

specific NR and MS geometries, providing for coincidence 

of electric (EDR) and magnetic (MDR) dipolar resonances, 

could be obtained only in densely packed MSs. However, 

varying resonator geometry in [3, 4] was accompanied by 

simultaneous varying of array lattice constant that 

complicated the interpretation of the results. Our studies of 

the influence of NR geometry on MS responses at fixed 

lattice constants did not confirm the benefits observed in [3, 

4] at overlapping of EDR and MDR in NRs. In particular, 

spectral changes in waves scattered from MSs did not 

demonstrate effects, which could be related to π-value jumps 

in phases at two dipolar resonances and did not testify in 

favor of realizing the Kerker’s condition at joint resonance 

frequency. In addition, we have found that full transmission 

through MSs at Δ = 300 nm could be obtained at various NR 

geometries, irrelevant to coincidence of the resonance 

frequencies of EDR and MDR. Here we present the results 

of investigation of this newly observed phenomenon.  

2. Electromagnetically induced MS transparency  

S-parameter spectra of MS with Δ = 275 nm, presented in 

Fig. 1, reveal narrowband full transmission at 633 nm. Sharp 

peak of S21 is accompanied by a deep drop of S11 that is 

typical for observation of electromagnetically induced 

transparency (EIT) in metamaterials [5]. Another S11 drop 

seen at 900 nm is defined by destructive interference of 

waves backscattered from red tails of EDR and MDR at the 

1st Kerker’s condition [6]. 
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Fig. 1. (a) Spectra of signals from field probes in NRs of MSs with 

Δ=275nm and Δ=450nm at NR heights of 160 nm; (b) S-parameter 

spectra; (c) and (d) spectra of |S21| and |S11| coefficients in 

dependence on MS lattice constant.  

As seen in Fig. 1, S-parameter spectra of MS at Δ = 450 nm 

also demonstrate similar Kerker’s effect, however, near 

EDR, these spectra has nothing in common with EIT-like 

response of dense MS at 633 nm. Presented in Fig. 1c 

changes of spectral distributions of S21 values at varying 

MS lattice constants show that the bandwidth of EIT-like 



 

phenomenon becomes especially narrow at Δ less than 325 

nm. At higher Δ, the bandwidth increases while S21 plot 

loses its symmetry. As seen in Fig. 1d, S11 spectra conserve 

deep drops at EDRs at increasing values of Δ up to 350 nm. 

3. Bright and dark resonance modes  

Although EIT has been originally detected in atomic 

systems at destructive interference of parallel electron 

transitions, it is now recognized as the phenomenon similar 

to that observed in metamaterials at interference between 

waves scattered from so-called bright resonance modes, 

coupled with incident waves, and from dark modes, 

participating due to coupling with bright modes. I was 

shown in [7] that EIT in metamaterials with electric dipole 

response could be described by using the two oscillator 

model. While EDRs in NRs could be considered as bright 

oscillators, to apply the model, dark oscillators should also 

be defined. Recently, it was shown [8] that EDRs in MSs 

can be coupled with so-called lattice resonances (LRs) 

originating from interaction of surface waves with the 

lattice. This coupling was assumed affecting the formation 

of EDRs and causing changes of EDR frequency at varying 

Δ, similar to our earlier observations [1].  

Fig. 2a presents E-field pattern in the planar cross-section of 

dense MS at the EDR frequency and Fig. 2b - similar pattern 

at the frequency corresponding to zero signal in the 

spectrum of the probe placed at NR center (at point P1 in the 

inset of Fig. 2c). As seen in the figures, the pattern obtained 

at the EDR frequency demonstrates confined in resonators 

dipolar fields along with E-fields in the gaps between NRs 

in X-oriented rows of MS. The latter fields are apparently 

due to LRs interacting with EDRs in a wide range of Δ 

restricted only by the Rayleigh anomaly [8]. 
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Fig. 2. (a) and (b) E-field patterns in XY cross-section of dense MS 

at EDR frequency (a) and at the frequency of zero probe signal at 

point P1(b); (c) spectra of probe signals in the points shown in the 

inset; (d) spectral changes of signal phases in points P1-P3. 

It is interesting to note that LRs remain visible in the field 

patterns obtained at λ<λEDR (Fig. 2b), when EDRs cannot be 

registered. Fig. 2c (left) shows that the probe signal in the 

point P3 centered in the area of LS responses has Fano 

shape. This fact is in favor of suggestion that LSs interfere 

with waves scattered from other sources. Fig. 2d (left) 

confirms the possibility of destructive interference between 

waves scattered by LSs and EDRs, as it demonstrates the π-

value phase difference of probe signals characterizing 

responses of these resonances below the EDR frequency. 

The field pattern presented in Fig. 2a allows for suggesting 

that additional involvement in the interference phenomena 

can be expected from dipolar-type fields concentrated in the 

gaps between resonators in Y-oriented columns of MSs. 

Presented in Fig. 2c (right) spectrum of signal from the 

probe placed in such gap (at point P2 shown in the inset of 

Figs. 2c) also has Fano shape, which looks as mirrored with 

respect to the shape of signal spectrum for the probe placed 

inside NR (at point P1). This specifics could be related to 

the π-value difference between phases of E-fields inside 

NRs and in the Y-oriented gaps that is illustrated by Fig. 2d. 

Such difference is capable of causing destructive 

interference between waves scattered in backward direction 

from NRs and from fields in the gaps.  

4. Conclusion  

Conducted studies have demonstrated an opportunity for 

realizing EIT-like phenomenon in dense silicon MSs and 

have identified centers of scattering capable of providing in 

destructive interference of waves backscattered from MS.  
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Abstract 

Electrical control of polarisation can have a beneficial impact 

on the development of an application in telecommunication 

and signal processing. However, in the terahertz (THz) 

regime, it has still been inaccessible due to the lack of 

efficiently active materials. Here, we demonstrate a terahertz 

polarisation modulator where anisotropy is reconfigurable 

via hybridization of metamaterials with mono- and bi- layer 

graphene patterns.  

1. Introduction 

Electrical access to manipulation of the polarisation state has 

attracted attention for the potential application such as 

polarisation-multiplexed communication, polarisation-

dependent signal processing, polarisation-sensitive imaging 

and sensing[1]. To control the polarisation states of 

transmitted waves, the anisotropy of microscopic constituents 

in materials has been employed as a general means. However, 

for THz waves, it still remains a challenge on account of little 

efficiently interaction with natural media. Even, active 

modulation of THz polarisation has been limited to the bulky 

and sensitive way[2]. 

In recent year, metamaterials research has been progressed 

where unnatural optical properties can be realized via 

resonance. The resonant feature entails that a strong phase 

shift is enabled within a deep subwavelength thickness. Based 

on this, numerous devices for control of THz polarisation 

states have been proposed[3][4]. More recently, research on 

hybridization of metamaterials with active materials has been 

proposed[5]. Among this, experimental implementation of 

electrical modulation of THz polarisation states was abled 

through mechanical achitecture under the complicated 

fabricaiton[6][7].   

Here, we demonstrate a terahertz polarisation modulator 

operated in an electrically controllable manner by an 

interaction between metamaterials and  mono- and few layer 

graphene micropatterns. We present that transmission 

characteristics of one among two eigenpolarisations can be 

controlled by selectively modulating coupling between meta-

atoms related to resonance with gating voltage. In result, 

based on independent control of response on two 

eigenpolarisations, we numerically and experimentally show 

the functionalities for THz polarisation control.    

2. Result 

2.1. Design of tunable anisotropic metamaterials  

 

 

Figure 1 Schematic of Graphene tunable anisotropic 

metamaterials. Under 45-degree linearly polarised 

incidence, the polarisation states of transmitted THz 

waves are changed with respect to Fermi-level of 

graphene. 

As shown in figure 1, Graphene tunable anisotropic 

metamaterials (GTAMs) are constituted by unit cell where 

there are two meta-atoms merged perpendicularly to each 

other and patterned graphene placed at the gaps between 

adjacent meta-atoms only in one principal axis, but not in the 

other. Namely, it is in the very direction that the degree of 

capacitive coupling between them can be adjusted so as to 

control the conductivity of graphene, thus imposing 

controllable function.  

2.2. Experimental characterization of GTAMs 

In order to experimentally demonstrate control of anisotropy 

with GTAMs, we fabricated the graphene metamaterials 

through conventional microfabrication. To increase the 

gating efficiency of graphene, Iongel which is reported to 

maximize the capacitance by forming a nanogap was 

exploited as a gating dielectric. The transmission 

characteristics of GTAMs are measured through terahertz 



2 

 

time-domain spectroscopy (THz-TDs). Figure 2 shows the 

measured spectra of the x and y-polarized light and 

transmitted via the GTAMs when various static gating 

voltage is applied. From that result, this structure support 

feasibility that transmission characteristics of two 

eigenpolarisations can be controlled independently. 

Interestingly, we turned out that there is the specific 

frequency with almost no change in transmittance but in 

phase for y-polarisation incidence regardless of changing a 

gating voltage 𝑉𝑔. It means that in the very frequency, only 

the phase difference of the two orthogonal polarisation can be 

controlled. In other words, the transmitted polarisation ellipse 

of incident light with 45-degree linear polarisation can be 

modulated after passing through GTAMs. 

 

 

Figure 2 Experimental amplitude transmission of 

GTAMs with (a) mono- and (b) bi- layer graphene 

micro-patterns according to Fermi-level. Arrows 

represent incident polarisation direction. (CNP: 

Charge Neutral Point) 

2.3. Modulation of the polarisation state of transmitted 

THz  

 

Figure 3 Experimental evolution of polarisation for 

the transmitted THz waves with respect to difference 

between gate and CNP voltage |𝑉𝑔 − 𝑉𝐶𝑁𝑃|  with (a) 

mono- and (b) bi-layered graphene patterns at 1.25 

THz. |𝑉𝑔 − 𝑉𝐶𝑁𝑃| increases from left to right panel.  

When 45-degree linear-polarised THz waves are incident, 

transmitted THz polarisation states can be calculated via 

Jones matrix formalism. As illustrated in figure 3, it is 

confirmed that as the |𝑉𝑔 − 𝑉𝐶𝑁𝑃|  increases, transmitted 

polarisation states are modulated into circular polarisation.  

3. Discussion 

Graphene has been well-known as a material capable of 

changing conductivity with respect to the Fermi-level in the 

THz regime. However, it is only possible to make  

modulation of terahertz wave with graphene itself having 

good scattering time and efficient Fermi-level modulation. 

But, in proposed structure, attributed to strongly capacitive 

coupling of I-shaped meta atoms to each other, THz response 

of metamaterials can also be largely adjusted by inducing 

carrier leakage via contact with conductive graphene to 

coupling region. Furthermore, now that graphene leakage 

channel is placed in only one principal axis direction, under 

incident terahertz field, two eigenpolarisations can 

experience different transmission characteristics from each 

other. From this, we show functionalities for polarisation 

modulation based on that while transmission can be less 

changed, the phase delay between two linear 

eigenpolarisations orthogonal to each other can be modulated 

in the frequency range.   

4. Conclusions 

We experimentally present electrical modulation of THz 

polarisation states with graphene hybridized metamaterials. 

As graphene patterns are formulated into the coupling region 

related to only one principal axis, we realized electrically 

controlled anisotropy. In addition, the use of stacked 

graphene patterns can expand modulation range. 
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Abstract
We present a 3D tomographic reconstruction algorithm,
programmed on a Graphics Processing Unit (GPU) by
means of pyCUDA. pyCUDA, indeed, enables the combi-
nation of a dynamic, high-level scripting language with the
massive performance of a GPU. The performance of the ap-
proach are numerically analyzed.

1. Introduction
Many tomographic reconstruction algorithms that are rou-
tinely used in applications are based on simple models and
so on simple reconstruction approaches. Although they are
typically successfully employed in 2D scattering scenarios,
their 3D extension requires a computationally heavy recon-
struction process.
In 3D, the increase in computing time with the amount of
data required to obtain images with the desired accuracy of-
ten clashes with the need of having real time (or quasi-real
time) reconstructions. Two approaches are then possible:

• Using computationally efficient algorithms and/or
accelerating critical parts of the existing ones by fast
routines;

• Exploiting high performance, massively parallel
hardware and parallelizing the existing software.

Concerning the second point, modern Graphics Pro-
cessing Units (GPUs) reach high parallelism levels by hun-
dreds of processing cores. Furthermore, the introduction of
multicore functionalities in high-level platforms for techni-
cal computing, as the Parallel Computing Toolbox and the
multicoreaware functions in Matlab, the Matlab code GPU
accelerators, or pyCUDA [1] is raising the interest of the
radar community into parallel programming.
In this paper, we present a 3D tomographic reconstruction
algorithm [2, 3], programmed on a Graphics Processing
Unit (GPU) by means of pyCUDA. pyCUDA, indeed, en-
ables the combination of a dynamic, high-level scripting
language with the massive performance of a GPU.

2. The approach
Many tomographic reconstruction approaches have been
developed throughout the literature for 3D imaging.
In many applications, however, the main purpose is to re-
veal the presence and localize the scattering objects, while

providing also some geometrical information on the scatter-
ers [4]. In these circumstances, approximated model can be
sufficient, while dramatically simplifying the involved al-
gorithms. The typically used approximations are the Born
and Kirchhoff ones.
Let us then consider a 3D scatterer embedded, for simplic-
ity, into free space within the investigation domain D =
[−x′M , x′M ]× [−y′M , y′M ]× [−z′M , z′M ] centered at the ori-
gin of theOxyz reference system, see Fig. 1. The measure-
ment configuration is multi-monostatic, namely, the same
antenna transmits the illuminating wave and receives the
scattered field, while occupying different positions in space.
Furthermore, the illumination is multifrequency with band
[fmin, fmax].
Under the above hypotheses, and using a linearizing ap-
proximation, the generic component of the scattered field
at the reception point can be written, apart from unessential
factors and assuming the objects’ reflectivity independent
of the illumination direction, as

Es(r, f) =

∫
D

f(r′)e−j2k0Rdr′, (1)

where f is the operating frequency, k0 is the wavenum-
ber, R = |r − r′| and f(r′) is a function describing the
scatterers’ properties.
Eq. (1) can be discretized as

Es(rp, fq) =
∑
n

f(r′n)e−j2k0Rpn∆x∆y∆z, (2)

where ∆x, ∆y and ∆z are discretization steps, rp is the
p-th position of the transmitting/receiving antenna, fq is the
q-th employed frequency and Rpn = |rp − r′n|.
According to eq. (2), the tomographic reconstruction prob-
lem amounts at the solution of a linear system of equations.
Due to the large dimensions of involved linear system, in
this paper, the problem is solved, in a regularized way, by
reformulating it as the optimization of the error functional
[5]

‖Es −Af‖2, (3)

where Es is the data vector, f is the unknown vector
and A is the system matrix.
In order to estimate the speedup achievable thanks to the
simple parallel scheme offered by pyCUDA, the optimiza-
tion of functional (3) is here performed by a Conjugate Gra-
dient (CG) approach as a first approach.



Figure 1: Geometry of the problem.

3. pyCUDA
As the name suggests, pyCUDA fuses the high-level Python
programming language with the NVIDIA CUDA language.
The justification for the choice of pyCUDA as the devel-
opment platform is related to the fact that the major fac-
tors in choosing a high-level programming language over
a potentially better-performing, low-level one is the com-
plementarity of tasks between the GPU and the host pro-
cessor. The GPU, indeed, is optimally suited to carrying
out throughput-oriented parts of a program. The CPU is
then freed from this duty, so that it is responsible for es-
sentially control and communication and consequently it is
appointed of tasks with a higher level of abstraction. There-
fore, a high-level scripting language (such as Python) can
perform this higher-level job equally well, simply because
the performance demands to the CPU are reduced.
Furthermore, pyCUDA uses the GPU run-time code gener-
ation (RTCG) technique which enables automated tuning at
run-time, namely, at the right time when all the information
for a successful tuning is available.
Finally, and as compared to Matlab, pyCUDA is free and is
more flexible in the interaction with CUDA.
The pyCUDA implementation of the approach consists of
two steps:

• filling of the system matrix A;

• functional optimization by CG.

The first step is effectively implemented by a properly
developed parallel kernel, compiled by CUDA and linked
under python using the pyCUDA interfaces.
The second step is effectively solved by cuBLAS level 1, 2
and 3 routines thanks to the simple and very thin wrappers
offered by pyCUDA.

Figure 2: Reconstruction of a point-like scatterer.

4. Numerical results
Fig. 2 illustrates a slice of the reconstruction of a point-
like scatterer. Three frequencies have been used, namely,
1GHz, 1.5GHz and 2GHz. The transmitting/receiving
antennas occupy a region of 10λmax× 10λmax, with λmax

the largest employed wavelength, moving on a grid with a
step of λmin/2, λmin being the minimum employed wave-
length. The investigation domain D has been discretized
with a λmin/4 sampling step.
The algorithm has been run on an NVIDIA P100 card hav-
ing compute capability equal to 6.0. Its performance has
been compared to that of a sequential approach, run on an
Intel i5-4590 CPU @3.30GHz with 16GB of RAM, and a
speedup of about 30 has been observed.
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Abstract

We study waveform design for synthetic-aperture radar

imaging through dispersive media. Under the assump-

tions of scalar wave propagation through a causal dielec-

tric medium and single-scattering from an isotropic point

scatterer, we use asymptotic analysis to derive an asymp-

totic approximation to the scattered electric field. From this

asymptotic approximation, we define a scattering precursor

that we propose for the transmit waveform for SAR imag-

ing through dispersive material. We compare our scatter-

ing precursor with previously defined optimal waveforms

in terms of both propagation and scattering capabilities, as

well as imaging performance.

1. Introduction

It has been hypothesized that the slow decay rate of the so-

called Brillouin pulse can be used to advantage in radar de-

tection and imaging applications [1, 2]. The question of

whether or not the Brillouin precursor is the ideal waveform

for synthetic aperture radar imaging through dispersive ma-

terial was partially addressed by Varslot, Morales, and Ch-

eney in a pair of papers appearing in 2010 and 2011 [3, 4].

These authors used a filtered back-projection algorithm to

derive an optimal filter and its associated optimal wave-

form. The optimization is based upon minimizing the mean

square error of the L2-norm between the ideal image and

the reconstructed image. The authors conclude that the

optimal minimum-phase waveforms have a “transmit spec-

trum that is concentrated around the frequencies which are

conducive to the generation of precursors” [4], but no con-

clusive statement could be made.

Here, we provide an asymptotic expansion of the elec-

tric field component of the impulse response due to scatter-

ing by an isotropic point source in a frequency-dependent

dispersive (and lossy) material. We subsequently define a

scattering precursor based on this asymptotic expansion.

We compare the propagation and imaging performance of

this scattering precursor to that of the optimal waveform

derived by Varslot et al. [4]. Our results show that the

higher frequencies retained by the optimal waveform pro-

vide enhanced target detection as compared to our scatter-

ing precursor.

2. Formulation

We adopt the formulation of [3, 4] and assume that the

sensor and scatterers are embedded in a homogeneous,

isotropic, locally linear dispersive material with a known

dielectric permittivity. With the additional assumptions of

stationary targets comprised of linear materials with known

dispersion residing on a known surface, and an isotropic

point-like antenna moving along a path γ(s) parametrized

by slow-time s, using the start-stop approximation and the

Born approximation, the solution of the scattered field may

be written in terms of the Green’s function as

Esc(γ(s), t, s) =
∫

e−iω(t−2n(ω)|rs,y|/c0)

(16π3|rs,y|)2
ω2P (ω)dωT̃ (y)dy. (1)

Here, T̃ is a modified target that accounts for both the target

reflectivity and non-planar surface area, y = (y1, y2) is a

two dimensional vector position, rs,y = |Ψ(y) − γ(s)| is

the distance between the antenna γ(s) and the target Ψ(y),
the spectrum of the transmit pulse is P (ω), and n(ω) is the

index of refraction of the dispersive material.

2.1. The Scattering Precursor

We consider an impulse response with spectrum P (ω) = 1
and a Debye-type dielectric with permittivity given by

ǫ(ω)/ǫ0 = ǫ∞ +
ǫ(0)− ǫ∞
1− iωτ

, (2)

with material parameters where chosen to model leafy veg-

etation: ǫ∞ = 1.45, ǫ(0) ≈ 2.43, and τ = 8 ns. The

scattering integral Eq. (1) may be evaluated using asymp-

totic methods of Bleistein [5]. With those results, we define

a scattering precursor pulse

psc(t− z
√
ǫ∞/c) = a0W2

(

γ

√

2d

c0

)

+ a1

(

2d

c0

)−1/2

W3

(

γ

√

2d

c0

)

, (3)



with

a0 =

(

ω2

t2

)

P (ω)
dω

dt

∣

∣

∣

∣

t=0,ω=0

, (4a)

a1 =
1

γ

[

a0 −
(ω

t

)2

P (ω)
dω

dt

∣

∣

∣

∣

t=−γ,ω=ωsp

]

, (4b)

γ =
√

2φ(ωsp(θ); θ), (4c)

Wn(ξ) =
√
2π

(

− d

dξ

)n

eξ
2/2 for n = 0, 1, 2, . . . . (4d)

and ωsp(θ) are saddle points of the complex phase function

φ = iω
[

√

ǫ(ω)/ǫ0 − θ
]

, (4e)

with θ = ct
2|rs,y|

a space-time parameter.

2.1.1. Comparisons

The transmit waveforms for an eight-cycle rectangular-

modulated sinusoid of carrier frequency 0.1 GHz (dash-

dotted black), the optimal waveform of Varslot et al. [4]

with SNR = −40 dB (dashed blue), and the scattering pre-

cursor [Eq. (3)] with d = 70 m (solid red) and their spectra

are shown on the top left and right in Fig. 1, respectively.

The scattered waveforms and their spectra, corresponding

to each transmit waveform, are shown on the bottom left

and right in Fig. 1, respectively.
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Figure 1: Transmit waveforms (left) and corresponding

spectra (right). A rectangular-modulated sinusoid of carrier

frequency 0.1 GHz (dash-dotted black), the optimal wave-

form of Varslot et al. for SNR =−40 dB (dashed blue), and

the scattering precursor with d = 70 m (solid red).

Reconstructions of the target scene using the

rectangular-modulated sinusoid, the optimal wave-

form of Varslot et al., and the scattering precursor with

d = 40 m, are given in columns one, two, and three of

Fig. 2, respectively. The noise level decreases from top to

bottom with SNR = 40, 0, -40.
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Figure 2: Reconstructions of the target scene using a

rectangular-modulated sinusoid (left column), the optimal

waveform (middle column), and the scattering precursor

with d = 40 m (right column), for SNR = 40 (top row),

SNR = 0 (middle row), and SNR = -40 (bottom row).
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Abstract

Experimental physics is based on observations. Once,
that literally meant “using one’s own (perhaps aided) eyes”,
while now one mostly relies on computer processed mea-
surements, data, and images obtained from electromag-
netic/optic instruments. The interpretation of measure-
ments can be eased by comparing the signals which con-
vey information on the observed object with ordinary vi-
sual experience. We take a look at a geometric background
that would allow transforming those signals so they are dis-
played like those directly seen by the naked eye.

1. Introduction
The mathematics known as geometry was collected as
a logical-deductive system in Euclid’s The Elements not
much after the foundation of Alexandria by Alexander
the Great in 332 BC. The story goes that land survey-
ing had been practiced by Egyptian priests without signifi-
cant changes since the first legendary Scorpion King (about
3200 BC) when Tales of Miletus (624-546 BC) embodied
it in Greek philosophy. Euclid’s thirteen books of The El-
ements witness to the extent of the Greek endeavor. Ac-
cording to a commentator living in the late antiquity, the
philosopher Proclus (412-485 AD), the curator of The Ele-
ments had been a pupil of Plato at the Academy, and had ap-
proached the world of forms as an essential basis of reality.
As such, Euclid was also a peer of Aristotle.1 He neither
struggled to measure the Earth radius, as the first geogra-
pher, Eratosthenes of Cyrene (276-194 BC) did, nor con-
ceived his work as a Platonic way to access a higher realm
of transcendental realities, other than providing reasoning
tools and processes. Intriguingly, he provided a glimpse of
his line of reasoning by ways of constructions with straight-
edge and collapsible compass. Despite conjectures by later
commentators, just about nothing is known today on Eu-
clid’s life and thoughts.

During the late European Renaissance Euclid’s geome-
try enjoyed a revival taht entailed applications of algebra to
geometry, and comparison of the powers of both methods

1It is known that Demetrius Phalereus (350-280 BC,) who was en-
trusted with the planing of the Bibliotheca Alexandrina by Ptolemy I Soter,
was one of the first followers of the Peripatetic school founded by Aris-
totle (384-322). On the opposite, there is no record of any relationship
involving Euclid.

to perform practical calculations. Back then, the allegedly
measurable geometric magnitudes were handled numeri-
cally. Positive numbers were conceived as extensive quan-
tities, and constructions were understood as participating in
both intellectual and sensible forms. Re-investigation of the
relationships among geometric constructions, magnitudes,
and arithmetic operations helped to streamline the deduc-
tive Euclidean structure, and brought algorithmic insights.
However, conventional wisdom still had it that the actual
world matches our geometric intuition, and often the results
of drawings were accepted as physical evidence —without
proofs.

Apart from the algebraic understanding of Euclid’s ge-
ometry, during the Renaissance, naturalist studies driven by
painters and architects also led to amendments consisting
in generalizations of geometric constructions. The ensuing
formalization of drawing methods, starting with Desargues,
Pascal, and L. Carnot, resulted in the geometry of position,
also called projective geometry, a new relational geometry
of space. Its major features are, (A) construction instru-
ments limited to straightedge; (B) foundation on geometric
motions (transformations); and (C) first appearance of the
principle of point-plane duality.

At the turn of 1900, logicism affirmed that thought is
self-sustaining, thereby reducing the weight attributed to
observations. Logicism rejected all geometrically based ap-
proaches to numbers and measurements, and turned down
the role of graphic methods. Moreover, it strove to provide
geometry with a logical foundation, based on the abstract
concept of algebraic number field. The axiomatic program
resulted in the disappearance of all outstanding issues con-
cerning the analytical representations of space, especially
projective space. Notwithstanding logicism, F. Klein took
the view that application to physics of a mathematical the-
ory validates it. He showed that the developments in pro-
jective geometry he had pursued since 1872 can be applied
to the system of Maxwell’s equations in a vacuum, the first
field theory.2 Short thereafter he showed that Minkowski

2Klein’s first claim refers to the representation of a field of force in
projective space. As a rule, when forces are represented by vectors, the
equilibrium condition is given by R = 0 and M = 0 for the resultant
force and moment respectively. Its projective counterpart, which is called
null system of statics, sets equal to zero a bilinear equation in six param-
eters R1, R2, R3,M1,M2,M3. When Ri is identified with the electric
field, and Mi with the magnetic one, the two above equations assume the
form of Ampère-Maxwell and Faraday equations respectively. The null



space is a drastically simplified application of his Erlangen
Program.3 Upon recognition of his program, that brings
transformations decidedly to the fore, all representations
became relationalist with respect to the ontology of space.
A projective metric replaced the projective relationship be-
tween transformations and constructions, and the key to
faithfully associate visual images to the analytic solutions
to Maxwell’s equations was lost. Here we try to dig out
some cues.

2. Projective geometry
In Euclid’s geometry, postulates follow definitions of the
elements dealt with, each belonging to a category – start-
ing from the point and the line – and precede propositions.
The postulates themselves are the assumptions necessary to
demonstrate all the propositions we need. They must be in
sufficient number, and they must be consistent. The propo-
sitions establish relations between geometric elements, de-
ducing them neatly as consequences of the postulates and
of further logical statements, called common notions.

As anticipated, projective geometry differs from Eu-
clid’s one because:

1. it discards the collapsible compass and uses only the
straightedge;4

2. the principle of continuity of figures set out by L.
Carnot and systematized by Poncelet prevents the
definition of geometric elements;5

3. the constructions that illustrate propositions are not
elementary geometric figures but configurations of
incidence.6

As concerns the configurations of incidence, some of them
are implicitly defined by the postulates, and others can be
constructed by using the relations established in the theo-
rems and problems. The overwhelming majority of propo-
sitions are constructive, and can be shown in many ways.

system itself is a projetive invariant. It, or rather Plücker’s linear system,
gives rise to the above more general force equations as long as no orthog-
onality condition is imposed.

3Klein’s second claim hinges on the classification of all geometries of
constant curvature in the setting of projective geometry. It is achieved by
imposing a so called projective metric on each space. Minkowski had just
shown that invariance of the signal propagation front from a point source
links space and time, and that Maxwell’s equations become form-invariant
in space-time. In turn, Klein claimed that the latter become form-invariant
under the 10-parameter group of coordinate transformations because the
signal-invariance measures the geometry of space-time. Initially Einstein
conveyed an absolute meaning to the metric and curvature of the underly-
ing space. But in general relativity theory he relaxed substantialism.

4Limitations of constructions date back to Plato. They possibly were
exploited to keep a logical overview over the demonstrations.

5After the Erlangen Program, the property of being invariant under
projective transformations replaces the principle of continuity of the fig-
ures.

6Poncelet distinguished between a drawn figure and a general figure.
Plücker (On a new geometry of space) made clear that the general ele-
ments are aggregates or configurations of point-planes and/or of lines, all
unbounded by definition. If illustrated on paper a figure ends at the edge
of the sheet, while the “whole space” filled up is displayed on an optical
support.

Although projective geometry is intended to differ in
principle from Euclid’s one, in practice only minor differ-
ences appear. We next point out some reasons.

2.0.1. Synthetic versus analytic geometry

Both, Euclid’s and projective geometry are based on con-
structions. Projective geometry became self-standing in
the 1600s. It was formalized in order to generalize Eu-
clid’s hypothetical-deductive system, and in opposition to
analytic (Cartesian) geometry. It was planned to deepen
the mathematical rendition of constructions rather than to
use algebra to unify all thinkable geometries under its um-
brella. Perhaps, the name synthetic was introduced by
Steiner. Since analytic geometry was more successful, its
methods and the calculus were extended from Euclidean to
projective geometry.7 For example, integrals were applied
to calculate distances, areas, and volumes rather then to im-
plement geometric transformations. Nowadays, axiomatic
projective geometry assumes from the outset the existence
of an isomorphism between geometric and mathematical
space, thanks to which the algorithmic aspects outweigh the
constructive.

2.0.2. Structure of space versus algebra of transformation
groups

Solid geometric figures are shapes enclosing a certain por-
tion of space. Euclid supposes that space to be homoge-
neous and isotropic, i.e. rigid. Furthermore, he doesn’t
allow for displacements, but only for the notion of con-
gruence of figures.8 By the sixteenth century, in order to
endow line segments with lengths, the editors of The Ele-
ments understood a segment of a line in the kinematic sense.
The numerical continuity between start and endpoint of a
line segment was extended beyond its boundaries, and the
inadequacy of the notion of congruence started to appear.
To get out of this mess a standalone geometry of position
was set forth, based on geometric transformations.9 The
subsequent emergence of algebraic geometry gave rise to
a role reversal between geometry and algebra, and brought
us the concept of an abstract variety defined over an arbi-
trary number field. Based on it, besides having an alge-
braic structure, the geometric space devoid of figures can
be required to possess topological and differentiability con-
straints.

2.0.3. Projective metrics and models of non-Euclidean ge-
ometries

By von Staudt’s definition, projective geometry is indepen-
dent of the metric properties of figures. So no metric func-
tion is defined on the projective space, nor can cross-ratios

7Plücker took the straight line as generating element, because the pro-
jective lines are self-dual elements of space. Today line geometry has
merged with Pieri’s system.

8The congruence theorems of triangles, propositions 7 and 8 in Euclid’s
Book I are logically acceptable, but not demonstrable.

9Before differential geometry was established, the concept that the ge-
ometric space is rigid was firmly secured.
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or unitary transformations be used to define a projective
distance. Furthermore, no scaling and translation proper-
ties in the Euclidean sense can be introduced. Nevertheless
projective geometry was used to model Euclidean and non-
Euclidean geometries in the sense of inducing the relevant
distances and angles associated with them. The relation –
non-projective! – that lets us develop these geometries in
the projective setting has been called projective metric, and
has also been used to represent function spaces over C.

2.1. Postulates of projective geometry

Projective first species figures, i.e. linear figures, are formed
by (denumerable) elements point-planes and lines.10 We
can construct figures with as many elements as we wish,
satisfying the axioms of incidence and the principle of du-
ality. The latter principle expresses the fact that consistently
replacing the word point with the word plane, and vice
versa, always leads to a valid postulate/proposition. When,
as happened, the notions of point, and indefinitely extended
line and plane were drawn from experience it was custom-
ary to write the postulates and their duals on the same line
in two contiguous columns. For example in Young’s book
we find:

I

Any two distinct
points determine one
and only one line on
which they both lie.

I’

Any two distinct
planes determine one
and only one line
through which they
both pass.

II

Three points, which
are not on the same
line, determine one
and only one plane on
which they all lie.

II’

Three planes, which
do not pass through the
same line, determine
one and only one point
through which they all
pass.

III

A point and a line not
containing the point
determine one and
only one plane on
which they both lie.

III’

A plane and a line
not on the plane deter-
mine one and only one
point through which
they both pass.

IV

Any two distinct lines
in the same plane in-
tersect in one and only
one point.

IV’

Any two distinct lines
having a point in com-
mon determine one
and only one plane.

As axiomatization grew to an end in itself, projective ge-
ometry reduced to a vestigial tail. For example, in 1911
N. J. Lennes gives a complete set of six consistent and log-
ically independent axioms for projective geometry. In the
same year, he proposes a different set of axioms, which will
“form a more natural sequel to Euclidean geometry than the
developments resulting from” the former set.

Hilbert brings the postulates concerning constructions,
and the axioms concerning magnitudes (common notions)

10In axiomatic geometry, points, lines and planes are notions left un-
specified, but distinct. To obtain a model we need only specify them. On
the contrary, in projective geometry the incidence relation and the dual-
ity principle alone are never enough to distinguish a point from a plane
regardless of the used construction.

together. He classifies axioms into different groups for the
purpose of determining the area of influence of each group.
He adds to the incidence axioms of geometry of position:
four axioms of betweeness (intermediacy), three congru-
ence axioms, the parallel axiom, and two axioms of con-
tinuity. In this context geometry gets an algebraic interpre-
tation of the axioms. Finally, he introduces the Cartesian
plane as the standard graphic representation method.

Given that the exact formulation of the geometric ax-
ioms depends on the meaning we want to assign to ge-
ometry, we enunciate a set of non-independent statements
mainly taken from Coxeter [1, 2]. In brackets, we specify a
catchword related with the axiom.

1. (ray): For any two distinct points there is exactly one
line incident with them;11

2. (axis): Any two distinct planes meet in a line;12

3. (triangle): Given a line and a point, not incident, there
is exactly one plane with which both are incident;13

4. (quadrangle): If A, B, C, D are four distinct points
such that AB meets CD , then AC meets BD ;14

5. (Carnot’s transversal): If a line – the transversal –
intersects two sides of a triangle it also intersects the
third side;15

6. (tetrahedron): Taken three points not on a line, there
is at least one point not in their plane;16

7. (projectivity): The cross ratio of four elements is in-
variant under projective transformations.17

11This axiom does not differ from the Euclidean analogue. Thus, we
can line up as many dots as we wish on a line of points.

12This axiom defines the pencil of planes. It dualizes the element ray
defined in (1). When given in analytic geometry it takes on the meaning
of a closure axiom, i.e. it entails a three-dimensional space.

13This axiom says that all triangles belong to planes. Topologically, the
projective plane is a one-sided, doubly connected surface, different from
the Cartesian plane. We accept that, while an assigned projective plane can
always be projected on a sheet, the general projective plane lets us model
both Euclidean and non-Euclidean planes.

14A quadrangle is a planar figure only if its points are in a plane.
Through four points we can trace six straight lines: 2 pairs of opposite
sides and 2 diagonals. The confluence of both, the diagonals and the sides
occurs because there is no parallelism. The dual figure of the quadran-
gle, the quadrilateral, has 4 sides and 6 vertices. The points where sides
intersect are six because they extend indefinitely and parallelism fails.

15This is Pasch’s axiom in the Veblen-Young form (1908). Pasch used
the axiom on the intersections of a straight line with two sides of a triangle,
to demonstrate a theorem on the order in which points are intercepted.
Veblen included this among the projective axioms to indicate that the sides
of a projective triangle extend indefinitely.

16The tetrahedron is a quadrangle whose points are not in a plane. It is a
self-dual figure: replacing point with plane, it is seen to be formed by three
planes belonging to a bundle of planes, and by a further plane not part of
that bundle. Each point is obtained as an intersection of three planes and
each plane contains three points. We must not think “self-dual” means that
the points are vertices and the planes the faces of the same tetrahedron.

17Pappus was perhaps the first to see that the cross ratio of the segments
formed on a transversal cutting four concurrent lines is independent on the
place of cutting. In the “motion postulate” the cross ratio fixes the meaning
of congruence in projective geometry.
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8. (Fano’s axiom): The three diagonal points of a com-
plete quadrangle are never collinear;18

9. (Pappus’ theorem): If the six vertexes of a hexagon
lie alternatively on two lines, the three points of in-
tersection of pairs of opposite sides are collinear.

In synthetic projective geometry, the sole axioms are those
of incidence (1) – (6), that differ from the Euclidean ax-
ioms of the same name, and the axiom (7) characterizing
projective transformations. At a difference with Euclid’s
geometry, projective geometry is intrinsically spatial and
lacks the definition of perpendicularity. Vice versa there is
no duality principle in Euclid’s geometry. We note that, if
we pick up axioms (II) and (II’), the constructions involved
– a pencil of lines and a bundle of planes respectively –
are not dual one of the other in the same vein as (1) and
(2). Indeed the interchangeability between point and plane
in the statements does not necessarily imply constructions
dual between themselves.

Plane axiomatic geometry isn’t generated from syn-
thetic projective geometry by central projection. Coxeter
distinguishes between synthetic and axiomatic plane pro-
jective geometry, in which he states a new duality principle
between point and line elements. As an important differ-
ence between the synthetic and the plane axiomatic geom-
etry we mention Desargues’ theorem:

• If two planes containing each a set of three points not
in a line meet in an axis, the two three-points sets are
perspective, and can be joined in twos by lines from
a point. Conversely, if the two three-points sets are
perspective from a center, their planes have a com-
mon axis.

A three-points set always belongs to a projective plane. If
two of them are not perspective, they are projectively re-
lated, and cannot be projected from the same point on the
same plane. In fact, projective planes are flat in their own
way. As Hilbert shows, Desargues’ theorem needs not hold
within P2(R), and must be postulated.

2.1.1. Axiomatic projective geometries

Axiomatic plane projective geometry models the abstract
algebras that satisfy the point-line duality [3]. For the ax-
iomatic geometry in P2(R) Coxeter enunciates axioms al-
most equivalent to (1), (3), (4) and (5),19 adding (8) and (9)
to represent the algebras GL(n, p).20 Within finite geome-
tries, Fano needs to introduce axiom (8) after showing that,
weakening axiom (4), that deals with four coplanar points, a

18We call diagonal points of a complete quadrangle those differing from
the vertices. For ABCD they are the crosses AB · CD , AC · BD and
AD · BC . If they are collinear we cannot construct the fourth harmonic
point on a straight line.

19Axiom (5) is usually weakened, or the remaining axioms are modified
to make this superfluous.

20Each line in the finite plane of a geometry GL(n, p) contains p + 1
points, where p is a prime number to the power of k. It can be shown that
the Fano configuration is isomorphic to the group of degree 3 GL(3, 2).

finite configuration of points can be found, called the Fano
configuration, in which (8) is no longer valid.

Axiom (9) is a special case of Pascal’s theorem.21 Deal-
ing with self intersecting hexagons, and supposing the ver-
tices to be alternate, i.e. that the odd and even numbers
belong to distinct lines, the Pappus line of intersections is
not unique, but there are six thereof (fig. 1). As a rule, a

Figure 1: Pappus lines. Pappus’ hexagons are self-
intersecting. A regular hexagon is shown at the bottom.
Opposite sides are 1 − 2/4 − 5, 2 − 3/5 − 6, 3 − 4/6 −
1.They match the order of the Pappus’ hexagon down to the
right, with the two sets of collinear points 135/246. The
other permutations giving rise to the same Pappus line are:
135/642; 315/264; 351/462; 513/624 and 531/426 (not
shown). Each of the further drawings shows one member
out of a class of six permutations.

fixed order is used in numbering when the theorem is stated
as an axiom for the purpose of endowing the plane with an-
alytic coordinates. With this aim in mind that theorem is
also enunciated as:

9b. If a projection leaves invariant each of three
distinct points on a line, it leaves invariant every point of

21Pascal’s hexagon theorem states that if an hexagon is inscribed in a
conic, the points of intersection of pairs of opposite sides are collinear.
Pappus’ theorem is the special case in which the conic becomes a couple
of lines.
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the line.

Then it is called fundamental theorem of projective ge-
ometry. Finally, analytic n-dimensional projective geome-
tries, with n ∈ N+ and n < ∞ are a generalization of
axiomatic plane projective geometry. In Veronese’s view
spaces with n dimensions are geometric entities that can
conceptually be generated from ordinary three-dimensional
space by recursively adding a point outside of the just gen-
erated one. The sets of independent axioms are likewise re-
cursively introduced. The duality principle is re-interpreted
as a closure axiom (mentioned in note 12). The geome-
try on any axiomatic projective space is not categorical,22

but rather depends on the relationship between the manifold
M , whose points are elements of a finite or infinite number-
system, and the algebra with which the latter is equipped.
As an alternative, geometry can be developed as an algebra
of linear transformations.

3. Zahlen der Geometrie

With the title of this paragraph we wish to stress that in
the present case we would invert Minkowski’s strategy of
tailoring geometry on numbers, exposed in his book Ge-
ometrie der Zahlen. He represents the numerical space as
a finite dimensional lattice of integers, and uses geometri-
cal insights in the theory of numbers to understand theo-
rems on quadratic forms. For the key word “geometrical
insights” we refer to the book by Hilbert and Cohn-Vossen
Anschauliche Geometrie (Geometry and the Imagination).
On the opposite, we propose to associate a suitable math-
ematical analysis with synthetic projective geometry, and
apply it to electromagnetism and image recognition. In or-
der to interpret displayed images of received signals accord-
ing to visual experience, the signals need to be transformed
into images recognizable with the naked eye. The final step
consists in “identifying” some of the recognized features
with elements of the original signal. To that purpose we
may take advantage of a key feature of projective geometry,
that was dubbed “continuity of figures” by Carnot, and con-
sists of following invariants across finite transformations of
figures. To the best of our knowledge, the finite transfor-
mations of projective geometry were negligibly exploited
to extract information on the extension from general elec-
tromagnetic signals. Provided that one deals with signal
reception, the integral approach to space typical of projec-
tive geometry enables applying it to Fourier and diffractive
optics, in microscopy, and to display medical imagery and
land surveying in radiation ranges different from the optical
one. Advanced reception techniques may require general
linear projective spatial transformations.

Below, we briefly sketch the historical faith of practical
applications of geometry to optics to show how reduction-
ism prevailed over geometric signal analysis in this field.

22A set of axioms is categorical if with it is given essentially a single
representation of the geometry.

3.1. From visual experience to geometric optics

Euclid seems to have conceived speculative geometry as
a reasoned approach to realize what one needs to look
at. Beside availing of graphic methods to prove theo-
rems in his treatise The Elements, he is known to have ap-
plied geometric reasoning to visual experience, providing
some constructions and cues to model the outer world as
viewed.23 Euclid’s booklet on sight is titled Optics [4, 5].
Since Herophilos was notoriously studying the physiology
of the eye at the same time in the same place, that book-
let must have been hailed as a mathematical treatise on op-
tics. Judged by actual criteria it is no foundational work
on optics, but rather a fair starting point when interpreting
(received) images. In daylight, opaque envelopes standing
out from a background are capable of being cut/projected
as simple shapes on smooth surfaces from a given view-
point. Nets cast over those envelopes allow an experienced
observer to reproduce the course and depth from textures.
The mutual relationships of the web’s nodes under transfor-
mation to a different viewpoint, are perhaps the most easily
tracked features.24

Euclid’s geometry and optics were jumbled in the Mid-
dle Ages’ expositions, like in the best-seller Perspectiva by
Vitellio [6]. The first treatises on the techniques of linear
perspective by Alberti and Della Francesca during Renais-
sance Humanism drew on Euclid’s legacy. Especially in
naturalistic art visual experience, called perspectiva natu-
ralis, co-existed with the representations availing of linear
perspective and with workshop traditions. After 1600 pro-
jective geometry started to be formalized from that bunch
of ideas within the framework of the only known geom-
etry so far. It was still too early to formally analyze im-
ages obtained with optical instruments within the projec-
tive framework, and the notion of similarity between object
and image, that cannot be kept in projective geometry, was
implicitly accepted.25

Suddenly, the rise of mechanics caused optics to take a
reductionist wrinkle. While it is still not quite understood
what makes diffused Sun light give rise to the perception of
geometrically disposed objects in void space, it was clari-
fied that the optical responses formed by transparent and/or
polished objects of plane or rounded shape are perceived
in the same way.26 Experiments with narrow light beams

23Not dealing with catoptrics and dioptrics, Euclid is left with perspec-
tive. While projective geometry doesn’t really allow to reckon distances,
in perspective there are criteria to select a scale.

24Networks used to model geodetic reference frames are rather con-
ceived as materializations of a coordinate system that would otherwise be
attached to void space.

25The definition of similarity introduced in the 6th book of The Elements
reads: “Similar rectilinear figures are such as have their angles severally
equal and the sides about the equal angles proportional.” Yet, his Optics is
about angular magnitudes.

26First, calculations for optical instruments are performed for centered
systems, thin lenses, and in paraxial ray approximation, while the angle
of vision of the human eye is much larger. Second, the lens of the eye is
neither thin nor homogeneous. Last, sharp images can also be obtained
beyond the paraxial approximation from concave mirrors and inside crys-
tal spheres. Images by a pinhole camera are formed differently from those
by a concave mirror devoid of narrow aperture.
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resulted in a new understanding of Euclid’s “visual rays”
as autonomous “light rays”. Henceforth, the optics of light
replaced that of sight.

In terms of rays Snell’s law can be stated in projective
form. It says that sinϕ

sinψ = n, where n is the relative index
of refraction, and the line e shown in fig. 2

Figure 2: Snell-Descartes law of refraction.

is the perpendicular to the interface EN at the incidence
point. Taking a line a parallel to e it is sinϕ =

−→
EP−−→
NP

and

sinψ =
−−→
EP ′
−−→
NP ′

, but the same relationship holds whatever the

angle between e and a, and thus in general n =
−→
EP−−→
NP

:
−−→
EP ′
−−→
NP ′

.27 A purely projective stating of Snell’s law would
be expressed as an anharmonic ratio, i.e. putting n = 1
which is obvious for mirrors.28 Since, based on dioptrics,
the “phantasms” of physical objects capsize when proceed-
ing through the eye, n ≥ 1 corroborated the idea that the
outer world doesn’t match visual experience, and that hu-
mans only realize reality in their mind’s eye. The realized
reality about light rays was called geometric optics. The
stigmatic image of a point was constructed in the Cartesian
plane by drawing lines (the so called light-rays) joining the
object point to the image point. Conversely, graphical de-
terminations of the image of a point source laid a particular
emphasis on the focus properties.29 With very few excep-
tions, the condition of stigmatism, i.e. the condition that
rays issuing from a point-object converge to a point-image,
is not fulfilled. Usually, a family of non-homocentric rays
named caustic issues, fig. 3.

27For a ‖ e it is
−→
NE =

−→
NP sinϕ =

−−→
NP ′ sinψ as well. But there is

no orthogonality in projective geometry.
28Since no metric structure can be introduced in projective geometry,

neither can similarity theorems be stated. The requirement n = cost is
mandatory, though. Geometry hardly lends itself to the design of aspheri-
cal lenses, which is rather a subject of advanced technical optics.

29It was left for Abbe to discover that on the focal surface there is
a whole pattern besides the luminous central point, and that the former
causes the formation of the image.

Figure 3: Cut of a reflected beam through the focus. At
the top the back of a concave mirror reflecting sunlight on
black paper. A wisp of smoke rises from the focus. The
insert shows the reflective caustic as an envelope of rays.

3.2. Inception of the analytical program

In the 1800s caustics were increasingly envisaged as sys-
tems of light paths. Reflection and refraction were studied
in themselves, independently from imaging. Examples are
Kummer and Fresnel surfaces. An effort was also made to
introduce dynamical magnitudes independently from per-
ception. The sloppy ray-tracing was taken for the graphic
counterpart of Fermat’s law of propagation of systems of
rays, and subsequently formalized in this capacity, espe-
cially by Hamilton. The ensuing representation of light
propagation through optical systems is as trajectories in
phase space, a geometry tailored on optics.

The overall evolution of constructions in projective ge-
ometry seems to have pretty much followed the same ap-
proach. One striking difference between geometric optics
and projective geometry is that, while during the reduction-
ist process ray optics was integrated with physical/wave
optics, projective geometry was stripped of duality. Oth-
erwise, geometry was switched from synthetic to analytic
hand in hand with the development of optics. Since a heap
of configurations can be specified by a simple algebraic
equation Ω ≡ 0, the mathematical study of invariant proper-
ties prevailed over the attempts to analytically tackle space.
A kind of motional interpretation not specifically involving
propagation became predominating.30 For instance, study-
ing the stability of trusses Möbius considered all possible
virtual motions, and Plücker in turn, sought to ground ray
optics on projective congruences of lines.

30As stressed many times from Poincaré on, when stating dynamical
laws, the space is not just an arena. It impacts on the internal structure of
the physical theory concerned.
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3.3. Isotropic rays

At some time the issue about how a geometrically trans-
formed, distortion-free, image should be related to its orig-
inal was connected with the algebraic invariants. Monge
made a start in his book Applications de l’analyse à la
géométrie of 1850, relating normal congruences of rays to
the curvature of surfaces. A congruence defines a one-to-
one point correspondence between surfaces. His mathemat-
ical problem was integration, and he wished to visualize
families of solutions. For that purpose he chose a method
akin to that of characteristics. Albeit there is no need of
defining either orthogonality or differential relationships in
optics, the notion of normal congruence was soon trans-
planted into it. It was shown that, as long as media are ho-
mogeneous and isotropic, a congruence of light rays normal
to a surface can undergo reflections and refractions without
loosing the property of remaining normal to wave-fronts.
Kummer discussed focal properties in 1860, and explained
the high density of rays at the focus.

To analytically define the rays belonging to a congru-
ence G, let’s consider their intersection with a reference
plane f(u, v), which a net (u, v) of coordinates defined
on it.31 Indicating a general ray g ∈ G by three Carte-
sian coordinates x, y, and z, and three direction cosines ξ,
η, and ζ, the latter variables take on the same values on a
sphere x2 + y2 + z2 = 1, that can be set to be the spher-
ical image of f . Two “infinitely near rays” g, g′ ∈ G de-
scribe an arch dσ2 = dξ2 + dη2 + dζ2 =

∑
Ξ2.32 A

moment −ρdσ = −µ = dxdξ + dydη + dzdζ can also
be assigned to the couple of rays, where ρ is the mini-
mum distance between g and g′. Like the former equa-
tion, the latter too can be written as a function of u and
v as Ddu2 + 2D′dudv + D′′dv2. The coefficients, that
are functions of the same variables, are given by Sannia
[7]. The above couple of differential equations are suffi-
cient to characterize the congruence of rays, and are there-
fore called the two fundamental forms of the congruence.
Concentrating on local properties, if for some set of rays
of the congruence the curvature κ = −ρ

dσ = −µ
dσ2 of a nor-

mal cut is zero, i.e., if Ddu2 + 2D′dudv + D′′dv2 = 0,
the ruling constituting that set is developable. At a distance
r = |r| from the reference surface f the general ray has
coordinates x′ = x + rξ, y′ = y + rη, and z′ = z + rζ.
If it is ξdx ′ + ηdy ′ + ζdz ′ = 0 for all rays for some dis-
tance r, the rays happen to be all normal to a surface f ′.
By substituting dx ′ = dx + dr · ξ + rdξ, and similar ex-
pressions for dy ′ and dz ′ in it, we obtain the integrable
equation −dr = ξdx + ηdy + ζdz for the distance be-
tween f and f ′. This allows integrating the distance−dr =
(aξ+bη+cζ)du+(a′ξ+b′η+c′ζ)dv on the reference sur-
face f(u, v). The equation ∂(aξ+bη+cζ)

∂v = ∂(a′ξ+b′η+c′ζ)
∂u

allows determining the family of surfaces to which the con-

31The net is related to the congruence. A ruled surface normal to f cuts
it on geodesics.

32On f(u, v), as on the unit sphere, the arch is the first fundamental
formula of the surface dσ2 = Edu2 + 2Fdudv + Gdv2, with E =∑

( ∂Ξ
∂u

)2, F =
∑ ∂Ξ

∂u
∂Ξ
∂v

, and F =
∑

( ∂Ξ
∂v

)2.

gruence of rays is normal.
As another example, if the curvature is constant, i.e. if it

is D
E = D′

F = D′′

G , a transformation with D′ = F = 0 can
be obtained in infinitely many ways, giving rise locally to a
set of circular or isotropic rays. The rulings characterized
by them are not developable. However, it has been shown
that the planes on which the middle points of the rays fall
envelope a real minimal surface.

While the isotropic rays found in optics are related to
minimal surfaces, those found in projective geometry are
related to a quadratic invariant. The null system of statics,
a brainchild of Möbius, is a complex of ∞3 lines defined
by an algebraic equation Ω ≡ 0, and likewise, Plücker’s
congruence is the doubly infinite system of rays obtained
by intersection of two complexes of lines, Ω + µΩ′ ≡ 0.
Although, in principle, every algebraic invariant could be
defined in terms of lines, in practice, these can be impossi-
ble to construct. If this happens, the lines are called imagi-
nary lines. As an application of invariants to physics, Klein
identified the (real) light-rays in Einstein’s special relativity
with isotropic rays from the origin, that are mapped on real
lines. In Minkowski’s four dimensional pseudo-Euclidean
interpretation of special relativity, the invariant hypercone
Ω ≡ x2 + y2 + z2 − c2t2 defines real isotropic rays. Re-
verting to three dimensions, the imaginary rays associated
to the form Ω ≡ x2 + y2 + z2(called elliptic invariant)
become real on performing an imaginary linear transforma-
tion (x, y, z) → (X,Y, iZ ) to a pseudo-Euclidean space.
Upon transformation the locus of the quadratic form be-
comes real, and therefore the lines go through real points.33

Without having recourse to the above imaginary transfor-
mation, the imaginary rays are characterized by the prop-
erty that, taking two points whatever P = x1 : x2 : x3 : x4
and P ′ = x′1 : x′2 : x′3 : x′4 on a ray, with x4, x′4 6= 0,

the expression r = ±
√

(
∑3

i=1 xix′
4−x4x′

i)
2

x4x′
4

relating them
vanishes. Since in Cartesian spatial coordinates one has
x = x1

x4
, y = x2

x4
, and z = x3

x4
, it is tempting to read r = 0 as

a null distance. In such event, the isotropic rays are called
minimal rays. To see why they are isotropic, take the point
x′1 : x′2 : x′3 : x′4 in the origin of a Cartesian reference
frame. The r = 0 condition becomes analogous to a canon-
ical quadratic form Ω(x2i ) = 0 with no real locus.34 More-
over, the imaginary rays from whatever fixed real point
not at infinity through the variable (imaginary) one on the
invariant quadratic form constitute a cone of lines gener-
ating that Ω(x2i ) = 0. Since the latter is an invariant,
the cones are independent on the fixed point, and the rays
are called isotropic. The relationship between the projec-
tive transformation invariant associated with Minkowski’s
space and the locally defined Riemannian quadratic form
ds2 =

∑
i,j gijdx idx j , or the invariant interval of special

relativity, are marred by the topological and group theoret-
ical definition of continuity [8].35

33The so called hyperbolic transformations of projective geometry are
associated with this kind of invariant.

34Klein calls “nullteilig” the quadric with index of inertia 4.
35Projective connections were studied after defining projective local
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4. Cross ratio and coordinates
After this look-back over the geometric representations of
light rays, let’s take a better look at the way projective co-
ordinates are introduced.

The fundamental theorem of projective geometry:
9b. If a projection leaves invariant each of three

distinct points on a line, it leaves invariant every point of
the line,

is formulated for extending the one-point perspective
drawing to cover the most general projective transforma-
tion. We mentioned that it often stands in for Pappus theo-
rem. It is also closely linked to the projective anharmonic
ratio.36 In fact, the graphic methods deployed in simple
perspective fall short of describing a general chain of per-
spective transformations, i.e. a projective transformation.
The extension to projective transformations consists in ac-
counting for chains of subsequent perspectives by simply
sticking with the transformation between the first and the
last members of the chain. The criterion of invariance of
the cross ratio of four harmonically divided elements then
allows deciding independently on the chain of perspectiv-
ities when two configurations are projectively equivalent,
i.e. when one is the result of a projective transformation of
the other.

4.1. Cross ratio and harmonic division

Chasles and Steiner were among the first to study the cross
ratio as a numerical relation between four elements of the
same kind X = P1−P2

P−P1

P−P3

P3−P2
when X = |1| in homo-

graphies between first species figures.37 Four elements in
this relation are called anharmonically related if X = −1.
That the relation is applicable to length and angle ratios, can
be demonstrated by applying Menelaus’ theorem.38 Yet,
that theorem depends on magnitudes, for it compares either
lengths of segments of a line or dihedral angles belonging
to the same pencil of planes. To be independent on intrin-
sic magnitudes, von Staudt chose to determine the fourth
harmonically related point in the cross ratio X = |1| start-
ing from the graphic construction of a complete quadran-
gle/quadrilateral, as shown in fig. 4).

Any diagonal of a complete quadrangle is harmonically
divided by the other diagonal and the two concurrent pairs
of sides. The sign of the cross ratio between harmonically
related points X = ±1 identifies a graphic property. More-

spaces. Weyl made a start by using the notion of parallel transport to show
that the lengths of vectors are absolutely incomparable among themselves.
He thus generalized Riemannian differential geometries. Afterwards he,
Fubini and Čhech, and many others studied the projective structure in the
context of Lie groups.

36The anharmonic ratio is the projective invariant.
37Fundamental first species figures are: the range of points, the pencil of

lines and the sheaf of planes. These three forms can be put in perspective
with one another. Thus they can be derived from one another without
changing the mutual relationships between their elements.

38Menelaus’ theorem in the plane. ABC is a triangle. D, E and F are
points on the lines through BC , AC and AB respectively. The points D,
E and F are collinear if and only if BD ·CE ·AF = CD ·AE ·BF . The
theorem uses Thales theorem in the proof. Measures of lengths and angles
are dual of each other in this context.

Figure 4: Harmonically divided points and Möbius net.
Left: The value −1 is not a numerical value, although
Staudt defines 4 elements whose cross ration is X = −1
“in harmonic position”. Though the harmonic position of
the elements on a support is independent of the element
selected to construct it, effectively the construction ex-
ploits the properties of complete quadrangle/quadrilateral.
Associating with the index i some elements Pi the or-
der P1P2PP3, there are two interpretations of the negative
sign. (1) if we consider the pair

−−→
P1P oriented

−−−→
P2P3, while

we associate them with
−−−→
P1P2 and

−−−→
P2P3 opposite orienta-

tions; (2) we orient all pairs of points in the same direction.
Then X = −1 says that the pair P1P separates P2P3 in
the order P1P2PP3. Right: A way to draw a Möbius net is
shown.

over, that construction can be extended from the line to the
conic.

The cross ratio by harmonic division, X = ±1, can
be introduced in projective geometry independently on any
metric relations. Starting from it, a Möbius net lets us cre-
ate a binary relationship between points on a line, called
involution.39 An example of Möbius net is shown in fig. 5.

Examples of a double ordering of points on a line are
shown in fig. 6.

Möbius nets allow determining by construction a se-
quence of as many ordered points as we wish. A pair in
involution chosen beforehand can be kept fixed or not dur-
ing recursive construction of the following points. In fact,
it can be useful to change the mesh step during construction
either to achieve more detail, or to reach a given area more
quickly. So far only synthetic geometry is concerned.

39The Möbius net consists of an iteration of the construction of the com-
plete quadrilateral to find the next point in the sequence. By contrast, the
Möbius transformation z → az+b

cz+d
with ad − bc 6=0 can be regarded as

an analytic expression in non-homogeneous coordinates that projectively
transforms the complex plane. It is conformal and preserves orientation.
With this distinction, the cross ratio remains invariant for the Möbius trans-
formations too (collineations).
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Figure 5: Möbius net.

4.1.1. Numbers from cross ratios

We are not aware of a standard procedure to invert the con-
struction of Möbius nets.40 Once a net is constructed, it is
quite possible to naively associate ordinal numbers with the
sequence of net-points P on a line. However, numbers can-
not be glued to points, segments cannot be moved, and the
incidence relation doesn’t identify the sizes of free vectors.
To shed some further light on cross ratios, let’s pick three
points Pi, i = 1, 2, 3, on a line. Attributing numeric val-
ues to selected points, i.e. putting P = P1 ⇒ X = 0,
P = P2 ⇒ X = 1, and P = P3 ⇒ X = ∞, the
values taken on by cross ratios X 6= ±1 are in the range
[0,∞].41 However, the cross ratios X 6= ±1 can no longer
be called projectively invariant, and are devoid of mean-
ing. An alternative association of numbers to points, uses
the operation of harmonic conjugation. The cross ratio X
always assumes the numeric value ±1, and the points are
allowed to cluster when P → P3, which is supposed to be
kept fixed. This operation requires that the steps of uni-
tary size be congruent to each other in the sense of being
equivalent. Since a generic projective line is topologically
different from the Euclidean straight line, that unitarity is
an extra requirement.

To obviate those problems, in algebra a scale for cross
ratios is introduced by associating labels to two fixed points
Q1 and Q2 on the line42 such that ∀P be identified by the
expression λxQ1 + µxQ2 . The real number obtained from

40There is no “unity”.
41This is about von Staudt’s way to associate coordinates with the

cross ratio. The cross ratio reduces to a ratio with unitary denominator
P
1

1−∞
P−∞ = P = X .

42Pieri deduced 3-dimensional projective geometry from the indefinite
notions of point and line segment joining two points. According to Pieri
an order relationship can be extended to the projective line by iterating the
segment construction, and is conserved under homography. But a projec-
tive transformation of the space in itself is not an ordered sequence of a
small number of perspective homographies applied to one “segment”.

Figure 6: Double ordering of points on a conic (line). A
double ordering of points on a line is called involutory. The
line is intersected by a pencil of rays in pairs of correspond-
ing points. Left: inverse projective correspondence of N
and N ′ with two fixed poins. Those are called in involu-
tion. Right: direct projective correspondence of N and N ′

without fixed points (with imaginary fixed points.)

the relation ξ = µ
λ is independent of the selection of any

two new reference points Q′1 and Q′2. While that makes
sense in algebra, the projective construction of a Möbius
net can hardly be replaced with any scale ξ≡σX of the nu-
merical line.43

Again, notice that four distinct points have six distinct
numerical cross ratios, and that upon a projective transfor-
mation any of them can obtained.44 A choice of the order
of the four points allowing to construct a net was named
“Wurf”, litterally throw or cast, by von Staudt. Some ex-
amples of perspective harmonic Würfe are shown in fig. 7.

The shift in the ordering of points arises because of the
topology of the general projective line.45 In addition, a gen-
eral projective transformations can lead to permutations of
the points with the assigned coordinates 0, 1 and ∞, pre-
venting orientation of the line.

Fig. 8 shows that, while the harmonic division is in-
variant after three steps, the order is not. Perhaps, because
of his representation of imaginary, or hypercomplex num-
bers, by means of involutions, von Staudt was convinced he
could once and for all equip projective lines with a direction
along them. Once the axioms of order are admitted besides
those of incidence, the axiomatic projective plane geometry
is easily conflated with the absolute or neutral geometry.

43To account for projective transformations von Staudt generalized his
X coordinates to Würfe (mentioned next in the text.) He developed an
algebra – the “Wurftheorie”, that is deemed to be isomorphic to the algebra
of numbers.

44Numerically the ratios are X , 1
X

, 1 − X , 1
1−X

, X−1
X

, and X
X−1

.
They constitute a group. Klein extensively studied the representations of
quotients of two hyperelliptic functions, for they are invariant under the
same transformation group. In RX = −1 reduces the number of different
values to three −1, 1

2
and 2. They are not comparable to the roots of an

algebraic equation.
45Allowing the projective line to be orientable, the problem of ori-

entability of the projective plane was discussed both for P1(C) which is
obtained adding a point to plane C, and for P1(R), obtained compacting
R2.
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Figure 7: Wurf in relation to harmonic division. Perspec-
tively related harmonically divided ranges from a center S.
Harmonic division A−C

B−A ·
B−D
D−C is invariant. In A a side of

the quadrilateral is perspective to the other. In B the point
C ′ is a united point of the perspectivity. In C the point A′′

is united, and the order of the points in the harmonically
divided range is changed to CDAB.

Figure 8: Projective transformation of a set of four harmon-
ically dived point. A sequence of two perspective transfor-
mations S → S′ → S′′ that inverts the points B and D.

4.1.2. Klein’s algebraic classification of projective trans-
formations

To meet Staud’s requirement while allowing for projective
transformations, Klein postulated that a real quadratic ho-
mogeneous polynomial, that is a quadratic form, must re-
main invariant [9].46 Thus, he gave an additional constraint
to harmonic division. To clarify the meaning of invariant
quadrics, let’s recall that since Poncelet the homography
of figures has an interpretation in terms of geometric mo-
tion. Poncelet himself developed the method of polar re-
ciprocation: he drew the section of a quadric on a sheet
of paper,47 and constructed the dual element of each ele-

46A form is a homogeneous polynomial Ω(x) ≡ 0. We take the chance
to note that, differently from unimodular invariants, projective invariants
do not depend on numerical coefficients, and their algebraic expressions
are identically null.

47The polar reciprocation, or polarity, is an involutory correlation that,
besides transforming an element changes it into its dual. Projection and
section operations are necessary in drawings, but as projective transforma-
tions they are degenerate.

ment assigned relying on this.48 For him the fixed quadric
was a graphic means to perform a projective transformation
of geometric elements. In Klein’s context fixed is taken to
mean transformation-invariant. A property associated with
a geometric locus of points Ω(x) = 0, which is unchanged
by all non-singular transformations Ω(x′) = Ω(x), where
x → x′ are linear coordinate substitutions, is called an in-
variant with regard to a given set of transformations. In
projective geometry an invariant Ω(u) = 0 can be defined
as a locus of planes or of lines, as well. However, we shall
limit ourselves to loci defined by points.

Coming to Klein, he asked himself how to establish
a direction along von Staudt’s lines. Differing from Pon-
celet, instead of transforming single points or entire figures
– which would also have been possible – he chose to study
the transformations of projective space themselves by clas-
sifying all possible canonical forms of polynomials of sec-
ond degree. His quadratic form written without coefficients,
and in canonical form Ω(x2i ) ≡ 0, 49 where xi are homo-
geneous point coordinates, is invariant under the projective
general linear group PGL(4,R) in the algebraic sense. As
well as the quadric whose points are kept fixed, as many
quadric loci as we like remain projectively invariant. The
points belonging to the latter loci shift along them by ef-
fect of the transformation, and there can be two fixpoints or
none, depending on whether the motions correspond to true
or to “hyperbolic” rotations. Klein called self-conjugate the
loci of the quadrics that have the invariance property in the
narrow sense. If the transformations are real, i.e. the vari-
ables in the quadratic polynomial are real, the geometric
loci yield a distinction into four subgroups of transforma-
tions. The canonical forms Ω(x2i ) = 0 can be indexed by
the so-called index of inertia, i.e. the modulus of the dif-
ference between the number of positive and negative signs
in the equation. (1) If all four squares have the same sign
the index is 4. The transformations are called elliptical, and
there are no (real) loci of the self-conjugate quadrics. (2) If
the form has three equal signs the index is 2. The transfor-
mations are called hyperbolic, and the real self-conjugate
geometric loci consist of a system of round, or (3) ruled
quadrics.50 (4) If the difference of the signs in the expres-

48The auxiliary conic is a legacy from the Arab algebraists, who traced
ellipses to construct algebraic curves of higher order. Conceived as draw-
ing help, ellipses are distinct from the instruments allowed by Euclidean
geometry to construct curves. Poncelet’s drawn invariant conic has two
properties: (1) it allows construction of the transformed (dual) element of
each chosen element; (2) by definition the dual line of each point on it is
incident with that point. However, a line touching the invariant conic is
neither tangent to it nor is a trigonometric tangent. The first meaning re-
quires the mathematical definition of continuity, while the second needs us
to know how to construct a circle with a given center C. Steiner showed
that Euclidean geometry can be formulated with a ruler and a fixed circle.

49Algebraically the canonical quadratic form is a sum of squares∑4
i=1 x

2
i = 0, with xi 6= 0. It is obtained by solving an eigenvalue

problem. In analytic projective geometry the reference frame is a tetra-
hedron, and the invariant quadric is transformed. It takes the canonical
form when referred to one of its polar tetrahedra. Although orthogonality
is not defined in projective geometry, there are no covariant or contravari-
ant forms. These were introduced in both non-Euclidean geometry and in
tensor calculus.

50Projective ruled quadrics are somewhat like twisted tori.
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sion of the quadric is 0, the system of quadrics takes the
name null system.51 All elements are self-conjugate, i.e. all
lines are conjugate of themselves, and all points belong to
their conjugate planes.52 Although in projective geometry
constructions are generated by means of transformations in
agreement with the Helmholtz-Lie Raumproblem, the alge-
braic approach to transformations taken by Klein focuses on
the transformation paths without ever facing the construc-
tion of figures.53

Turning to Klein’s way of meeting von Staudt’s require-
ment and establishing a direction along first species figures,
e.g. a line of points, his classification solves it once the in-
variant quadric is fixed. To clarify the problem for a general
quadric let’s do an example reducing to a sheet of paper. A
not yet drawn ellipse will switch to a hyperbola during con-
struction, if it closes at a point, where it undergoes a torsion
similar to that of the more well-known Möbius strip.54 As
in that case, if on the ellipse we choose the anticlockwise
direction, the torsion inverts it along one of the branches of
the hyperbola. In conclusion we can orientate a given conic,
but the general line in projective space cannot be orientated.
Finally, the treatment of projective space just discussed is
valid so long as the Ω(x2i ) = 0 have real expressions. If we
admit complex transformations, there is no subdivision.

4.1.3. Relevance of the Erlangen Program to optics

In the Erlangen Program Klein chose projective geome-
try as a unifying framework containing the Euclidean and

51We recollect that null system is the name given in statics to the lin-
ear complex studied by Plücker. The transformations of the projective
space of lines are described assigning equations, that give an indication of
the “degrees of freedom” of transformation. For line-elements, the con-
dition Ω ≡ 0 is satisfied by ∞3 lines, and the structure takes the name
linear complex. An expression of the type Ω + µΩ′ ≡ 0, is satisfied
by ∞2 lines, and the structure is a linear congruence. If we cut the ∞
combinations of lines that satisfy Ω + µΩ′ + νΩ′′ ≡ 0, the resulting
structure is a ruled surface. Last, Ω + µΩ′ + νΩ′′ + τΩ′′′ ≡ 0 iden-
tifies a pair of skew lines. In Cartesian coordinates the space defined by
those lines is four-dimensional. If A and B are two ordinary vectors, al-
gebraic geometry admits that the lines of the null system be represented by
the pseudovector (A−B,A×B) which satisfies the quadratic relation
(A −B) · (A ×B) = 0. Klein showed that the lines belonging to the
null system can be parametrized by points belonging to a quadratic four-
dimensional variety embedded in a five dimensional linear space that, in
this context, is called quadratic complex. Roger Penrose identified a slight
generalization of the above quadratic form in P5 (C6) with space-time
corresponding to complexified three-dimensional “twistor space”. The
other two types of transformation quadrics mentioned in the text, ellipsoid
and two-sheet hyperboloids, are not rules surfaces in three-dimensional
projective space, but have quadratic form. They become complexes of
lines only if admitting imaginary lines. More in general in projective alge-
braic geometry we talk of complexes and congruences of order n or class
n, respectively considered as loci of points.

52When the supports of the invariants are projected on the plane, there
we find nothing corresponding to the null system.

53The paths are linked to the transformation properties of polynomials.
In algebra each symmetric matrix S identifies a quadratic form Q(x) =
xTSx on Rn uniquely. Thus here one considers the action S → ASAT

of the group GL(R4) on the space S of real symmetric 4 × 4 matrices,
representing real quadratic forms with the same signature. This time the
inertia law is enunciated so as to include all of the degenerate forms.

54The point where this happens, which can lie on the paper, is called
improper in retrospect. Being unable to distinguish between ellipse and
hyperbola, the distinction is canceled, between inside and out of the conic.

non-Euclidean geometries as subgroups. His recasting of
Carnot’s principle of continuity of figures in the framework
of transformation groups solves the long standing problem
of defining congruence in geometry. Euclidean congruence
can be based on isometries, the length preserving transfor-
mations. Now, consider the geometrical optics counterpart
of this development. We stressed that Poncelet’s fixed trace
of the quadric is conceptually different from the projective
figures transformed with the help of it. In geometric optics,
given the object point, the rays serve to construct the image
point without belonging either to the object space or to the
image space. Klein’s choice to study the system of invariant
quadrics has the same meaning. As a matter of fact:

• states of motions can be analytically described in a
space whatever, as evidenced by Copernicus’ helio-
centric approach to the Ptolemaic model of the move-
ment of celestial bodies;

• Stars are physical points. Still they are not the sole
objects under study.

Clearly, there is no gist of interpreting images if they are
deemed not to be signals, but rather deceptive appearances.

5. Relative positions and coordinates
Since the absolute space was conceived as immovable and
unpierced, for a long time after Euclid, the issues of con-
tinuity and of transformations of space in itself were ne-
glected in geometry. During 1600, while the infinitesimal
calculus was still in its infancy, the use of arithmetic multi-
tudes was extended to geometric magnitudes. Descartes’
method of coordinates came into use to measure space,
and the relationship d(x1, x2) = |x2 − x1| between Carte-
sian coordinates xi and distance d was supposed to al-
ways hold.55 More and more often geometric loci were
matched point-by-point with coordinates, until numerical
values were biunivocally associated to the points of a line.

The possibility of having recourse to homogeneous co-
ordinates in projective geometry was noticed by Plücker
within his analytical understanding of duality. In fact,
writing the equation of a plane incident with a point as
u1x1 + u2x2 + u3x3 + u4 = 0, and regarding it as a bi-
linear expression, the set u1 : u2 : u3 : u4 can be used
to define a plane. One can achieve complete symmetry of
writing between plane ui and point xi coordinates depend-
ing on which ones are kept fixed. Correspondingly, in pro-
jective geometry a point-coordinate is the value attributed
to a parameter k = x

x4
, expressed by the ratio of two ho-

mogeneous coordinates, and is in fact an equivalence class.
To have k ∈ R, it is required that x, x4 < ∞ and not both
equal to zero. The formula (k1k2k3k4) := k1−k3

k2−k3 : k1−k4
k2−k4

55The distance d(x1, x2) satisfies the three properties:

1. d = 0 implies x1 = x2;

2. d(x1, x2) = d(x2, x1);

3. d(x1, x3) ≤ d(x1, x2) + d(x2, x3) (triangle inequality).
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involving four numerical values k1, k2, k3 and k4 is called
cross ratio. For variable k ∈ R, ξ = (k1k2k3k) is a func-
tion ξ(k) = ak+b

ck+d , which differs from zero provided that
∆ = ad−bc.56 Clearly, both k and ξ can be used as projec-
tive coordinates of the points on a line. Moreover, putting
k1 = ∞, k2 = 0, k3 = 1 it can be shown that ξ = k. This
is the reason why, in a projective space, the coordinates
are indicated by the analytical notation ξ1 : ξ2 : ξ3 : ξ4,
reminiscent of the anharmonic ratio. Nowadays, the strong
link to Möbius nets and projective transformation invari-
ants has lapsed, and that notation is regarded as an alter-
native to representing coordinates by an ordered quadru-
plet (κx1, κx2, κx3, κx4), where κ6=0 is a real number.
Like for the line on the Cartesian plane, the variables xi
(i = 1, . . ., 4) don’t have any direct projective significance,
and could be thought of as real Cartesian coordinates.

Homogeneous coordinates allow extending the Carte-
sian plane and the algebraic operations on it to improper
elements, also called infinite or ideal, and therefore are be-
ing used ever since to represent projective space. Moreover,
we repeatedly observed that Poncelet availed of projective
transformations to carry out projective constructions, which
implies a correspondence between the analytical represen-
tation of space and that of transformations. Even if pro-
jective transformations (in fact collinations) can be written
out in terms of coordinates, exactly the correspondence be-
tween projective constructions and their analytical repre-
sentation gets lost. As regards proposals for improved co-
ordinate systems, J. Gray observes that “there is no such
thing as advanced coordinate geometry. There are either
differential or algebraic projective geometry”.

5.1. Cross ratio and metrics

When the fundamental theorem of projective geometry is
derived solely from X = P1−P2

P−P1

P−P3

P3−P2
and X = |1| a non

exhaustive Möbius net can be constructed in different ways
starting from three given elements. Whereas multiple pos-
sible outcomes are approved in connection with probability
theory, a handful of different alternatives are banned from
projective geometry. So, under pressure from the growing
importance of algebraic methods, a fresh start was made
to relate whatever picked element P with a unique P ′ and
with numbers. Rejoin was achieved by introducing a point
algebra on a set of points equipped with order. The one-
to-one projective transformations were linked to the rules
of the one-valued composition operations on pairs of real
valued variables. From this vantage point a Möbius net be-
comes a net of rationality. Topological reasoning ensures
that, once points are well ordered and their sequences are
convergent, one can prove that, for each pair of elements in
harmonic relation, there is no third pair in such a relation
with both. The cross ratio so defined is logically equiva-
lent to the fundamental theorem of projective geometry in
the form: “A projective transformation between two projec-
tive ranges of points is uniquely determined by three pairs

56That is the notation for a Möbius transformation on the real plane.

of corresponding points and the order of their correspon-
dence.” The meaning of that equivalence is shown in fig. 9,
where the quadrangle/quadrilateral construction is reinter-
preted as a point-correspondence on first species figures.

Figure 9: Harmonic relation and involutory order. On the
dashed line the opposite sides of the quadrilateral abcd pair-
wise meet. Those points and the incidence points of the di-
agonals are harmonically divided. On any other line, such
as the continuous line nearby, given three pairs of corre-
sponding points, one can intrinsically determine a double
ordering of points in involution. Von Staudt used the invo-
lutory relationship to induce a direction on a line.

The continuity axiom involved in the assumption that
all total functions of the continuum is continuous, is
Dedekind’s,57 who convincingly showed that the construc-
tion of numerical systems has no geometric basis. As it
may be, since by definition projective geometry is inde-
pendent of the metric properties of figures, if by effect of
the introduction of coordinates we can discuss distances,
this is because continuity is induced from that defined on
the field R, and the other axioms established for R go to
complete those of incidence, As a consequence, the al-
gebraic interpretation of projective geometry also allows
Archimedes’ axiom,58 that Hilbert intentionally called Ax-
iom des Messens (axiom of measure). He thought it to be
experimentally verifiable, and dualizable in the sense of the
length-angle duality. Accepting the latter axiom, it is pos-
sible to fix a metric scale unit at least locally, and lead back
from cross ratios to simple relations between the measures
of the segments identified by the harmonic points.

5.2. Projective space

Synthetic projective geometry allows visualizing as many
entire figures as wished by constructing each of them. At
a difference the deduction of the properties of projective
space by the analytical methods used to represent the Eu-

57The axiom says that, if all points on a line are separable into two
classes so that each point of the first class falls to the right of all points
o the second class, then there is one and only one point that produces
the division into two classes. The hypothesis is certainly not verified in
projective geometry if we do not establish that all points that fall on top of
each other are to be considered as a single point.

58The axiom says that, if b > a and a6=0, then ∃n such that na > b.
In projective geometry this is not valid because lines have the topology of
conics.
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clidean space fails because the space including the above
figures cannot be accommodated in Cartesian 3D space. It
could be argued that emptiness defies whatever representa-
tion, so that introduction of a Cartesian coordinate system
is just as unfit for the void Euclidean space. In addition,
however, the very convention adopted for Euclid’s geome-
try, that all figures belong to one and the same geometric
space, cannot be transferred as is to projective geometry,
because each projective figure is itself a view of the whole
space.

Many different lines of research helped pairing projec-
tive space and coordinates. Either projective representa-
tions of numbers were algebraically explored, or the loci
corresponding to polynomials Ω ≡ 0 of higher order and
degree than the second were studied in the complex space
Cn, conceiving an “algebraic curve” as a kind of “Riemann
surface”, or projective transformations were represented by
linear coordinate substitutions. An example of the first type
of approach was von Staudt’s handling of “Würfe”. The
second type of approach taught us that the duality prin-
ciple cannot be easily extended beyond quadrics (via the
clarification of Cramer’s paradox about the intersections of
curves). The third type of approach led to group theory and
to n-dimensional representations of space.59 However, the
aim to produce more general proofs in Euclidean geome-
try tops the list of research lines.60 In so far as the same
meaning is attributed to the cross ratio and to the Cartesian
quadruplet (kxH1 , kx

H
2 , kx

H
3 , kx

H
4 ), (k 6=0, and excluding

(0, 0, 0, 0)), the projective point transformations of space
can be represented by linear homogeneous substitutions of
4 variables x′k kxi =

∑4
k=1 cikx

′
k, with i = 1, · · · , 4, and

D = |cik | 6= 0. These transformations belong to the projec-
tive general linear group PGL(4,R), which has the struc-
ture of a Lie group, say, and are linked to coordinates of
points of the projective space P3 over R.61 As no represen-
tation of R4\{0} in 3D can be given, matching with special
constructions and space generation through transformations
become second-level issues. Rather, leaning on 4D trans-
formations, PGL(4,R) leads to methods of reasoning more
geometrico about sets of numbers and algebraic equations.

Sometimes, the affine space is told to provide an in-
tuitive visualization of the projective space.62 An exam-

59Although three dimensions were allotted to the physical space, conve-
nience soon suggested to decompose figures into geometric elements that
require more than three Cartesian coordinates. For instance, Plücker rep-
resented congruences in the projective space by means of the line element,
that requires at least four coordinates. Any other element or first species
figure would do. For example, if one chooses to describe constructions in
projective space using a suitable class of functions, the projective void will
look like an abstract “space of functions”.

60In practice, succeeding to Cantor’s set theory problems, constructions
and models of both geometries were set aside in favor of abstract topolog-
ical research.

61If we adopt a non-homogeneous system of Cartesian coordinates to
represent transformations of P3 in itself, these are three quotients of linear
functions with identical denominator, a particular type of Cremona trans-
formations.

62Projective space is modeled by the affine space if we postulate that
the elements at infinity of projective geometry are improper points dis-
tinct from the proper ones. Yet, synthetic projective geometry has its

ple of affine mapping of the projective space consists of
intersecting R4 with the hyperplane xH4 = 1 by putting
k = 1

x4
, and of defining the non homogeneous coordinates

x := xH1 /x4, y = xH2 /x4, z = xH3 /x4 in the affine space
(x, y, z, 1).63 More in general, the section can be any hy-
perplane of R4 \{0}. However, the affine space is topologi-
cally inconsistent, and formalizations tend to set straight its
relevant mathematical features. Thus, in the end, algebraic
geometry identifies a projective smooth three-dimensional
manifoldM over R with the vector space generated by cen-
tral projection by four independent one-dimensional sub-
spaces of R4 projected from the origin O. The homoge-
neous coordinates of the point P∈M are defined as the
equivalence class (x, y, z, t)∼(kx , ky , kz , kt) of the vector
v with k ∈ R \ {0}. This representation is not isomorphic
to that of Plücker’s ruled space, which is itself represented
as a quadratic hypersurface of P5. Since, doing algebraic
geometry over an algebraically closed field of characteris-
tic 0 is essentially equivalent to doing it over the complex
numbers, projective algebraic complex geometry has been
considerably developed. In this case differential geometry
deals with the same objects as algebraic geometry. Finally,
besides real and complex numbers, quaternions and other
hypercomplex numbers are being used too.

5.3. Euclidean metric from projective geometry

Cayley, a convinced supporter of the primacy of the projec-
tive framework, formalized the notion of absolute metric in
the case of Euclidean geometry. He wrote the equation of
the circumference in homogeneous Cartesian coordinates
as x2 + y2 + cxt + dyt + et2 = 0, with any c, d, and e, and
observed that, when t = 0, the equation degenerates into
two algebraic curves x2 + y2 = 0 and t2 = 0.64 Cayley’s
absolute consists of the points at infinity that belong to the
two imaginary lines with slopes i and −i, i.e. of the points
of complex conjugate coordinates (1,+i, 0) and (1,−i, 0).
The two imaginary lines are isotropic lines of the type we
met when discussing geometric optics.65 The two points,
called circular points, are double points of an involution,
are common to all circumferences, and belong to the line at
infinity – the boundary of the Euclidean plane.66 On this oc-

own constructions. By contrast, the non-Euclidean geometries were set up
logically (negating the parallel postulate), and as such have got no native
graphic basis. We refer in particular to the interpretation of the geometry
at the boundary ∂H4 of hyperbolic hyper-space. Lobatschewsky showed
that a Euclidean geometry can be defined on the horosphere ∂H3 of hy-
perbolic space H3. In the projective model ∂H3 is interpreted as locus of
the metric quadric.

63Affine transformations are parallel projections. Lowering by one the
dimensions involved, the general point P = (X,Y ) in the plane x = X ,
y = Y , z = 1, become (tx , ty, t) when z = t, (t6=0). If the general
projective plane is embedded in an orthogonal Cartesian reference frame
(x, y, z), parallelism is already embodied in the projective coordinates
xH1 : xH2 : xH3 → (kxH

1 , kx
H
2 , kx

H
3 ). It can be shown that there is no

embedding of P2(R) as a submanifold of R3, i.e. without singularities.
64Klein calls it a degenerate canonical form Ω(x2

i ) = 0.
65In space the absolute consists of a spherical circle, and there are in-

finitely many isotropic lines through each point.
66The main idea is that the limit of a sphere, when the radius tends to

infinity, is a plane. Poncelet reached this result observing that two ellipses
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casion, however, the canonical form Ω(x2i ) ≡ 0 (including
t2 = 0) is taken to mean specifically the Euclidean projec-
tive metric.
Klein put Cayley’s absolute in relation with the projective
determinations of the metric he associated with elliptical
and hyperbolic geometries.67 He renamed the Euclidean
geometry parabolic geometry, to mean that it can be un-
derstood as a limiting, degenerate case between the two
classes of non-Euclidean geometries. The special forms
identified with the invariant boundaries Ω(x2i ) ≡ 0 don’t
really shape the space. Rather they are set to the projec-
tive models of homogeneous space used to study (mechan-
ical) motion. In the parabolic plane the circular points re-
main invariant under translation, rotation, for reflection –
their exchange, and under similarity transformations. Non-
Euclidean geometries do not allow this last degree of free-
dom but just isometries68. If one were to believe that the
structure of the specified empty geometric space can be
recovered, he would conclude that, within the framework
of projective geometry, the standard Euclidean metric be-
comes connected with points at infinity. Rather, in the light
of rubber sheet geometries, the metric of Euclidean space
is connected to Pythagoras’ theorem.69 Anyway, since,
contrary to non-Euclidean geometries, Euclid’s geometry
is originally synthetic, it can be compared with its projec-
tive parabolic model. Through the absolute the Euclidean
plane acquires a boundary. Thus, the axiom that two par-
allel lines meet at the boundary does not interpret Euclid’s
postulate V,70 but corresponds to a different interpretation
of it. Euclid himself assumed nothing as to the space be-
tween geometric figures.

intersect in four points at most while, without considering the imaginary
points, the maximum number of points where two circumferences intersect
is two.

67We must avoid confusing systems of projective invariants with the
metric quadric that characterizes each projective non-Euclidean model.
The metric is a relationship among points, that leaves invariant just the
one non-degenerate metric quadric.

68Similarity transformations are invariant exclusively in Euclidean ge-
ometry. Non-Euclidean 3D rigid motion must leave invariant the non-
degenerate quadric of the metric. The loss of the degree of freedom corre-
sponding to similarity transformations is compensated by the extra degree
of freedom in the choice of the system of homogeneous coordinates. The
independent parameters of the group G of rigid transformations are cal-
culated with the formula n(n+1)

2
, where n is the dimension of the matrix

that represents the transformation. For n odd, the inversions are excluded,
because they do not correspond to “continuous” motions. By these argu-
ments, the conformal group has 10 free parameters, ad the group of rigid
motions in space is G7. The same analysis fixes the group G16 of pro-
jective transformations. The space-time transformations in Nordström’s
conformal theory allow the same number of parameters as the projective
transformations of space.

69Conversely, projective space is considered metrizable via a naturally
induced topology, being it an underlying topological space of a metric
space.

70“If a line segment intersects two straight lines forming two interior
angles on the same side that sum to less than two right angles, then the
two lines, if extended indefinitely, meet on that side on which the angles
sum to less than two right angles.”

6. Conclusions
Geometry is a very old branch of mathematics, the substrate
of which has changed repeatedly in the course of the histor-
ical development. There is some evidence that Euclid’s ge-
ometry provided a visual basis for thinking. Vice versa, as
Euclid’s Optics seems to suggest, geometric constructions
may serve to enable a logical interpretation of optical sen-
sations. Anyway, during Renaissance Humanism the traits
bound to constructions were enhanced in the newly cre-
ated projective geometry. A certain amount of further study
was required if only to find out that projective geometry is
based on axioms and postulates different from those laid
down in The Elements. After formalization, provided that
the graphic element typical of each geometry is given up,
their two sets of axioms can be compared in order to deter-
mine which one is more inclusive. Yet, formal comparison
is only possible at the price of some reinterpretation, as we
set out to show on Euclid’s parallel postulate.

Surely, mathematics is a human endeavor. However, in
developing a common understanding in electromagnetism
and telecommunications, the graphic element of projective
geometry could be worth investigating more closely as an
alternative to probabilistic field theories. When linked to
an analytic apparatus more suited to projective construc-
tions than Cartesian coordinates, projective geometry could
supply a common ground on which to start learning how
to compare not-encoded signals taken with modern, tech-
nically sophisticated instruments – also in other frequency
ranges – with the images seen with the naked eye, to which
our brain is accustomed.
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Abstract 

The plane wave electromagnetic response of sea ice is an 

important electric characterization of sea ice. However, there 

is no existing sea ice model in the literature to conduct this 

study. In this work, we develop three different dielectric 

models of sea ice and use those to investigate the plane wave 

electromagnetic response of a sea ice bulk of varying 

thickness. This study can aid in monitoring sea ice using 

electromagnetic waves, which can be useful in marine 

navigation, meteorology, environmental studies etc. 

1. Introduction 

Much work has been done to quantify different properties of 

sea ice. The salinity, porosity, electrical permittivity, 

conductivity etc. and several relations among them have been 

studied in [1-7]. But to date, there is no known work that 

combines all the knowledge to develop a systematic layered 

model of sea ice to predict its properties.  Such a model is 

necessary for investigating the electromagnetic (EM) 

characterization of sea ice. This model should incorporate the 

relations among different properties of sea ice, such as the 

relation between conductivity and depth or between salinity 

and temperature. 

In this paper, we have developed three dielectric models of 

sea ice to generate profiles of its electrical properties, and 

then we use them to investigate the low-frequency EM plane 

wave response of a sea ice bulk following [8], [9]. 

2. Methodology 

2.1. Sea ice properties and models 

Several properties of sea ice, such as salinity, porosity, 

conductivity etc. change with depth. We have considered 

these changes in our models by assuming sea ice to be 

composed of many layers, with the properties changing from 

one layer to another. The effect of age of sea ice on its 

properties has been taken into account by considering two 

types of sea ice – one-year old ice and multiyear ice. These 

two types have differences in their properties that have been 

taken into account in one of our models.  

Fig. 1 presents the schematic diagram of the proposed 

models. The complex permittivity at any point at any depth, 

𝑑 in the sea ice bulk is 𝜖̃ = 𝜖 + 𝑖𝜖′ = 𝜖 + 𝑖
𝜎

𝜔
, where 𝜔 is the 

frequency of the incident electromagnetic wave. The 

temperature of the sea ice bulk is 𝜃 (in °𝐶). 

2.1.1. Model 1 

The first one is a simple ice bulk of thickness 𝑡 present on top 

of sea water, and above the ice is air. 𝜖̃ is constant over the 

whole bulk. The variations of porosity, salinity and 

conductivity have not been considered in this model. 

2.1.2. Model 2 

In this model, the sea ice bulk, of thickness 𝑡, is assumed to 

consist of 𝑛  layers, each layer having thickness ℎ . The 

effects of porosity and salinity on the permittivity and 

 
 (a) (b)  

Figure 1: Geometric configuration of the media for (a) model 1 and (b) for models 2 and 3. 
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conductivity of sea ice are considered in this model, and the 

variations of these quantities with depth are included. In 

order to find out the relation of the permittivity with depth, 

we first consider the effect of porosity on permittivity. The 

porosity (due to the presence of air bubbles or other 

impurities) of any dielectric affects the value of the total 

permittivity of the material. It is known that sea ice contains 

air bubbles within, and so the real permittivity, 𝜖, of the sea 

ice bulk is mainly determined by its porosity. Although there 

is no clear relation between depth vs porosity within a sea ice 

bulk, Kharitonov et al conducted some experiments [2] and, 

through the observations, came to a conclusion that the 

porosity variation is not completely random with the 

variation of depth, and a quantifiable trend can be observed. 

Fig. 2 shows the variation of the porosity, 𝑝, at any depth, 𝑑, 

in sea ice. 

 
Figure 2: Depth-wise distribution of the porosity of sea ice 

[experimental data is the courtesy of [2]] 

We approximate the relation between 𝑝 and 𝑑 using a linear 

approximation, as shown in Fig. 2, which assumes that 𝑝 is 0 

near the air ice interface, and gradually increases maintaining 

a linear slope with a maximum porosity value of 35%, and 

then again decreases with a linear profile, eventually 

reaching zero at the flat ice-water interface. Thus our 

proposed linear approximation is given by the following 

piece-wise linear function  

𝑝 = {

0.5

𝑡
𝑑 0 ≤ 𝑑 ≤ 0.7𝑡

0.35 −
1.17

𝑡
(𝑑 − 0.7𝑡) 0.7𝑡 < 𝑑 ≤ 𝑡

(1) 

The porosity 𝑝 at a depth 𝑑 determines the real permittivity 

𝜖 at that depth. For a given porosity, the real permittivity of 

a dielectric can be calculated using the Maxwell Garnett 

(MG) equation for two dielectrics [3]. The MG equation 

assumes that a dielectric material contains spherical 

impurities (the impurities are another dielectric) which are 

disconnected from one another. In our case, we use the MG 

equation on the assumption that the air bubbles in the sea ice 

bulk are spherical in shape and disconnected from one 

another. The MG equation for the porous sea ice bulk is given 

as 

𝜖𝑀𝐺 = [
2𝜖pure ice + 𝜖0 + 2𝑝(𝜖0 − 𝜖pure ice)

2𝜖pure ice + 𝜖0 − 𝑝(𝜖0 − 𝜖pure ice)
] 𝜖pure ice (2) 

where 𝜖pure ice = 3.15𝜖0 is the permittivity of pure ice, and it 

is almost constant for electromagnetic frequencies within 

100 KHz - 100 MHz. Using this equation, we determine an 

approximate real permittivity 𝜖 = 𝜖𝑀𝐺 of the sea ice bulk for 

porosity 𝑝 at depth 𝑑. Since 𝑝 varies with 𝑑 and 𝜖 depends 

on 𝑝, hence 𝜖 will also vary with 𝑑. 

Unlike air volume, the salinity 𝑆 of sea ice is more clearly 

dependent on the depth 𝑑 of the ice. If we ignore the surface 

meltwater flushing during summer seasons, it is found that 

the salinity vs. depth curve is concave shaped, reaching its 

minimum at a certain depth and rising again [1] [4]. Such a 

variation of salinity with depth is shown in Fig. 3. 

 

Figure 3: Depth-wise distribution of the salinity of sea ice 

[experimental data is the courtesy of [4]] 

We approximate this concave shaped salinity profile using a 

linear piecewise function – the salinity decreases to two-

thirds of its initial surface value, 𝑆0, at a depth equal to half 

of the thickness (𝑡) of the bulk; 𝑆 then remains constant for 

some depth and then increases to 80% of 𝑆0 as we go down 

to the bottom. An instance of the model is shown in Fig. 3. 

We thus model the depth dependency of salinity with the 

following relation 

𝑆 =

{
 
 

 
 𝑆0 −

0.1𝑑

𝑡
0 < 𝑑 ≤ 0.5𝑡

2𝑆0
3
 0.5𝑡 < 𝑑 ≤ 0.7𝑡

2𝑆0
3
+
𝑑 − 𝑡

15𝑡
0.7𝑡 < 𝑑 ≤ 𝑡

(3) 

Here, 𝑆0is the salinity at 𝑑 = 0. In model 2, we assume that 

𝑆0 = 5‰. 

The conductivity, 𝜎, at any point of the sea ice depends on 

the salinity, 𝑆, at that point. We use the data in [5] to create 
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an empirical equation relating the conductivity 𝜎 at a point 

with temperature, 𝜃 (in °𝐶), and 𝑆 as follows 

1

𝜎
= −107 + 58 𝑒𝑥𝑝(−(26𝑆 + 0.0818𝜃)) (4) 

Since 𝑆 depends on 𝑑 and 𝜎 depends on 𝑆, we obtain a 𝜎 vs. 

𝑑 profile using equations (3) and (4). 

2.1.3. Model 3 

In this model, the characteristics of one-year old ice and 

multiyear ice are included and a model is generated using [6]. 

Unlike model 2, this model considers the dependence of 𝜖𝑟 

on the relative brine volume, 𝑉𝑏𝑟, of sea ice. As before, we 

generate an MG air-ice model and compute its 𝜖𝑀𝐺  using 

equation (2). The dependence of 𝑆 on 𝑑 is again modelled 

using equation (3). One-year old ice is mainly composed of 

frazil ice, and so we have characterized one-year old ice by 

the properties of frazil ice. The surface salinity of frazil ice is 

different from that of multiyear ice. Frazil ice tends to be more 

saline, with a surface salinity of 5 − 16‰  while for 

multiyear ice, the surface salinity is typically < 1‰ [10]. In 

model 3, we take into account this difference and consider 

𝑆0 = 10‰ and 1‰ for frazil and multiyear ice respectively 

while using equation (3). The relation between 𝑉𝑏𝑟  with 𝑆 

and 𝜃  is approximated according to [7] by the following 

relation 

𝑉𝑏𝑟 = 𝑆 (
49.185

|𝜃|
+ 0.532) ; −22.9°𝐶 ≤ 𝜃 ≤ −0.5°𝐶 (5) 

We then calculate 𝜖 using [6] as 

𝜖 =
𝜖𝑀𝐺

1 − 3𝑉𝑏𝑟
(6) 

Finally, we separately compute 𝜖′ =
𝜎

𝜔
 for frazil and 

multiyear ice respectively as per [6] with the following 

relations 

𝜖′(frazil) = (0.0316 + 9.26𝑉𝑏𝑟)𝜖0 (7) 

𝜖′(multiyear) = (0.00633 + 9.98𝑉𝑏𝑟)𝜖0 (8) 

Then we obtain 𝜎 from 𝜖′. Here, 𝜖′ (and thus 𝜎) depend on 

𝑉𝑏𝑟, which varies with 𝑆, which in turn varies with 𝑑. Thus 

we obtain a relation between 𝜎 and 𝑑. 

2.2. Electromagnetic waves in layered structures 

We have used the electrical properties of the different layers 

of the ice bulk obtained from models 1, 2 and 3 in section 2.1 

to compute the generalized reflection coefficient 𝑅𝑇𝑀  (for 

the transverse magnetic component of EM waves) of the 

entire ice bulk using [8], [9]. Suppose a plane 

electromagnetic wave of angular frequency 𝜔 is incident on 

the sea ice bulk consisting of 𝑛 layers (in case of model 1, 

𝑛 = 1). This wave will be partially transmitted and partially 

reflected by each layer of the sea ice bulk. Let the wave 

propagation vector of the EM wave in the 𝑚-th layer be 

𝑘⃗ 𝑚 = 𝑘𝑥,𝑚𝑥̂ + 𝑘𝑦,𝑚𝑦̂ + 𝑘𝑧,𝑚𝑧̂. In that case, 𝑅𝑇𝑀 is given by  

𝑅𝑇𝑀 =
𝐾0 − 𝑍1
𝐾0 + 𝑍1

(9) 

where 

𝐾𝑚 =
𝑖𝑘𝑧,𝑚

𝜎𝑚 + 𝑖𝜔𝜖𝑚
;  𝑚 = 0,1,2, … , 𝑛, 𝑛 + 1 (10) 

𝑍𝑚 = 𝐾𝑚
𝑍𝑚+1 + 𝐾𝑚 𝑡𝑎𝑛ℎ(𝑖𝑘𝑧,𝑚ℎ)

𝐾𝑚 + 𝑍𝑚+1 𝑡𝑎𝑛ℎ(𝑖𝑘𝑧,𝑚ℎ)
;𝑚 = 1,2, … , 𝑛 (11) 

Here, 𝑚 = 0 corresponds to the air (also called the “source 

medium”) above the sea ice, while 𝑚 = 𝑛 + 1 corresponds 

to the sea water below the sea ice. For the bottommost (𝑛 +
1)-th layer (sea water), 𝑍𝑛+1 = 𝐾𝑛+1, and hence 𝑍𝑛+1 can be 

calculated by equation (10) . Thus, starting from this, 

𝑍𝑛, 𝑍𝑛−1, … , 𝑍2, 𝑍1  can be recursively computed using 

equations (11) , (10) . Using 𝐾0  and 𝑍1 , we compute 𝑅𝑇𝑀 

using equation (9) . This method is applicable for a wide 

range of EM frequencies, including the low-frequency range. 

3. Simulation results 

The magnitudes of 𝑅𝑇𝑀of the ice bulk are observed in the 

three ice models separately. Their variations with the bulk’s 

thickness for a 5 MHz incident EM wave are plotted in Fig. 

4. For models 2 and 3, the temperature of the bulk is assumed 

to be −20°𝐶 in Fig. 4 (a) and −10°𝐶 in Fig. 4 (b). In model 

3, if the ice bulk’s thickness is less than 2 m, it is considered 

as frazil ice, while bulks of greater thicknesses are considered 

as multiyear ice. 

 
(a) 

 
(b) 

Figure 4: Graph of |𝑅𝑇𝑀| vs. thickness (𝑡) of the entire 

sea ice bulk for temperatures (a) 𝜃 = −20°𝐶 and (b) 𝜃 =
−10°𝐶 
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From Fig. 4, it can be observed that |𝑅𝑇𝑀|  approaches a 

steady value with increasing thickness for all three models 

due to conductivity, which makes sea ice “lossy”. The 

minimum point on |𝑅𝑇𝑀|  profile is due to a near phase 

matching effect (the surface impedance of the layered bulk 

approaches the intrinsic impedance of the source medium, 

air) of the whole ice bulk at that particular frequency and 

thicknesses, allowing maximum transmission. |𝑅𝑇𝑀| is less 

in multiyear ice because frazil ice is more saline, and hence 

more conductive and more reflective. And model 3 has 

higher conductivities at different layers; hence |𝑅𝑇𝑀| 
approaches a steady value at a lower thickness in model 3. 

It is also observed that |𝑅𝑇𝑀| is higher for models 2 and 3 in 

case of 𝜃 = −10°𝐶  compared to 𝜃 = −20°𝐶 . From the 

equations of [7], it is expected that with the increase of 

temperature (for 𝜃 < 0°𝐶),  the brine volume percentage 𝑉𝑏𝑟 

inside the bulk will keep increasing, which in turn, makes the 

bulk more saline in nature and increases its conductivity. 

Therefore, the value of |𝑅𝑇𝑀|  for each of the models 

generally increases with the increase in temperature. We also 

observe that |𝑅𝑇𝑀| is less sensitive to change in thickness for 

𝜃 = −10°𝐶  than for 𝜃 = −20°𝐶 . The increase in 

conductivity with the increase in temperature makes the sea 

ice more lossy, and hence less sensitive to changes in the 

thickness. Hence, |𝑅𝑇𝑀| approaches a steady value at lower 

thicknesses for models 2 and 3 in case of 𝜃 = −10°𝐶 

compared to 𝜃 = −20°𝐶. 

4. Conclusions 

The dielectric behaviour of sea ice has been modelled and 

these models are used to determine the profiles of the 

reflection coefficient of the incident EM wave with varying 

thickness of sea ice bulk. In the models, the variations of 

salinity and porosity and their effects on the permittivity and 

conductivity of sea ice have been considered. Distinction has 

also been made between one-year old and multiyear ice.  

The composition of sea ice and thus its electrical properties 

also depend on weather and seasonal variables, including 

phenomena such as brine drainage at the bottom or surface 

meltwater flushing [1] at the ice water interface. This 

demands complex models for sea ice with multiple 

characterizations. There is a scope for further research on 

these models. 

The profiles of the reflection coefficient can be used to 

estimate the type of sea ice (frazil or multiyear), its thickness 

and its effect on electromagnetic radiation of different wave 

fronts (cylindrical, spherical or others). They can also be 

useful in the study of radio communications in cold regions 

of seas and oceans where sea ice is abundant. 
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Abstract 

This study represents a dual-band mode converter structure 
between dominant TE10 mode of rectangular waveguide and 
first higher order mode (TM01 mode) of circular waveguide. 
The given waveguide transition contains a two-section 
cavity supported with irises at sections’ boundaries for 
matching. The designed converter operates at the satellite 
communication’s transmit/receive (transceiver) frequency 
bands of 11.75-12.14 GHz and 13.67-14 GHz with more 
than 10 dB return loss and 15 dB suppression of undesired 
TE11 and TE21 modes of circular waveguide.  

1. Introduction 

In the microwave channels of satellite communication, the 
waveguide structures are generally used for high power 
necessity especially at the transmitter part of the system. 
High microwave power is usually carried with rectangular 
waveguides in the channels. The satellite systems generally 
operate at Ku-Band in Europe with separate downlink 
(transmitter with respect to satellite) frequency band from 
10.7 GHz to 12.75 GHz and uplink (receiver with respect to 
satellite) frequency band from 12.75 GHz to 14.5 GHz. 
Thus, rectangular waveguide of WR75 is frequently used in 
satellite communication applications due to its dimensions 
compatible with the given frequency bands. 
The antennas placed at the end of the microwave channels of 
satellites have usually circular symmetries in geometry, and 
they should be fed by circular waveguides. Consequently, a 
rectangular-to-circular waveguide transition is needed inside 
the microwave channel to convey the microwave power 
carried in rectangular waveguide to the antennas fed by 
circular waveguide. Although, there are other feeding 
mechanisms such as coaxial pin feed of circular waveguides 
[1-3] or dielectric mode converters [4], these are not durable 
in terms of shock, vibrations and thermal stability, and they 
cannot provide required high power transmission. In most of 
the waveguide applications, these transition structures make 
mode conversion between the fundamental (dominant) TE10 

mode of rectangular waveguide and a specific mode of 
circular waveguide. This specific mode for circular 
waveguide is mostly fundamental (dominant) TE11 mode that 
transition between rectangular-to-circular waveguides 
usually provides conversion between these fundamental 
modes [5, 6]. On the other hand, the conversion between 

rectangular TE10 mode and higher order mode of circular 
waveguide such as TM01 mode [7, 8] or TE01 mode [9] is also 
possible. Especially, in the applications of satellite 
communication such as telemetry and/or telecommand, 
which uses omnidirectional antennas, circular symmetry in 
field is needed inside the antennas in addition to circular 
symmetry in geometry. For these applications, rectangular-
to-circular waveguide transition, which realizes mode 
conversion between rectangular TE10 mode and circular TM01 
mode having circular symmetry in magnetic field by 
suppressing all other modes of circular waveguide including 
dominant TE11 mode, should be used. Although TE10 - TM01 
mode converters operated at only transmitter or receiver 
frequency band exist [7, 8, 10]; in this study, a dual–band 
TE10 - TM01 mode converter operated at both frequency 
(transceiver) bands of satellite communication applications, 
is designed and presented for the first time in literature.  

2. Single Band TE10 – TM01 Mode Converters for 
Transmitter and Receiver Structures 

The proposed dual-band structure is developed from the 
single band transition given in Figure 1. 
 

Figure 1: Single band rectangular-to-circular waveguide 
transition for TE10 – TM01 mode converter structure. 

 
The transition structure in Figure 1 consists of two 
fundamental design parameters: the diameter of the circular 
waveguide (d), and the distance between point P and the 
short circuit termination (l).  
For an effective TE10 – TM01 mode conversion in a wider 
bandwidth [7], d should be selected as the half of the guided 
wavelength of TM01 mode (λg,TM01/2) as given in (1), and l 
should be three-quarters of the guided wavelength of 
fundamental TE11 mode (3λg,TE11/4) as given in (2) 
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where k = 2πf / c is the free-space wavenumber. The 
selection in (2) makes an effective suppression of dominant 
TE11 mode by transforming short circuit impedance at the 
bottom wall of the structure (metallic short circuit 
termination in Figure 1) into high impedance at point P for 
this mode. Therefore, the fields for TE11 mode are weakly 
excited in the circular waveguide. 
In the previous work realized by the authors in [10], two 
separate single band TE10 – TM01 mode converters were 
designed at the transmit frequency of f1 = 11.75 GHz and 
receive frequency of f2 = 14 GHz. The calculated 
dimensions in Figure 1 are obtained by using (1) and (2) at 
the indicated frequencies, which are given in Table 1.  

Table 1: The dimensions of the designed single band 
rectangular-to-circular waveguide transition structures for 

TE10 – TM01 mode converter. 
Parameters @ 11.75 GHz @ 14 GHz 

l (calculated) 25 mm 20.9 mm 
l (optimized) 24.6 mm 20.1 mm 
d (calculated) 23.3 mm 19.6 mm 
d (optimized) 23.4 mm 19.6 mm 

 

The designed structures are constructed in CST Microwave 
Studio as shown in Figure 2. As shown in Figure 2, circular 
waveguide in the structure has constant diameter of d along 
the propagation direction (+z axis in Figure 2) that there are 
no irises or tapered structures inside the circular waveguide 
for the given geometry. 
The dimensions of the designed structures are optimized to 
give widest bandwidth around f1 = 11.75 GHz and f2 = 14 
GHz as possible. The optimized “d” and “l” values 
obtained by CST Microwave Studio (CST MWS) are also 
given in Table 1 such that the parameter values are 
observed to be highly close to the theoretical ones.  
 

 
 

Figure 2: 3D and cut views (in CST Microwave Studio) of 
single band rectangular-to-circular waveguide transition for 
TE10 – TM01 mode converter structure at 11.75 and 14 GHz.
 
According to the results in [10], the single frequency bands 
were found as 11.25-12.1 GHz and 13.4-14.3 GHz for 
separate transmitter and receiver transition structures, 
respectively. Minimum 10 dB return loss, minimum 15 dB 
suppression of undesired modes (including fundamental 
TE11 mode), and maximum 0.25 dB transmission loss of 
desired TM01 mode were obtained within the given 
frequency bands.  

3. Proposed Dual Band TE10 – TM01 Mode 
Converter for Transceiver Structure 

In the proposed design of this study, individual mode 
converters, which are explained in the previous section and 
worked at different single frequency bands, are combined to 
give a sole transceiver structure. The cut views of the 
designed structure operated at multiple frequency bands 
around f1 = 11.75 GHz and f2 = 14 GHz are depicted in 
Figure 3. Since it is not possible to cover both frequency 
bands simultaneously with a uniform circular waveguide 
with constant diameter along propagation axis, the designed 
structure has circular waveguides with different diameters 
with additional irises. As shown in Figure 3, the cavities of 
single band transition structures below rectangular 
waveguide in Section 2 are cascaded to give a two-section 
cavity. This cavity contains circular waveguides with larger 
diameter of 23 mm and smaller diameter of 18 mm, which 
are highly close to the cavity diameters of transmitter and 
receiver structures of Section 2, respectively. In order to 
suppress the undesired fundamental TE11 mode at around 
11.75 and 14 GHz, total electrical path length below 
rectangular waveguide in Figure 3 should be odd integer 
multiple of λg,TE11/4 (for high impedance transformation of 
TE11 mode explained in Section 2) at 11.75 GHz and 14 
GHz. Although the cavity length dimensions of 19.7 mm 
and 7.1 mm, which are optimized by CST MWS, result in 
almost 3λg,TE11/4 path length below rectangular waveguide 
at 11.75 GHz; total path length is about λg,TE11 at 14 GHz. 
However, the addition of two irises each having 1 mm 
thickness at the sections’ boundaries, which increases the 
flexibility in the design parameters by bringing reactance 
effect in the equivalent circuit model, provides the sufficient 
suppression of TE11 mode also at 14 GHz. The diameters of 
irises are optimized to not only improve suppression of TE11 
mode at 14 GHz but also give better return loss 
performance especially at around 11.75 GHz. 
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Figure 3: The cross-section simulation views of dual band 
rectangular-to-circular waveguide transition for TE10 – TM01 

mode conversion along with the dimensions of the realized 
design in this study. Dimensions are in mm.  
 
The circular waveguide above rectangular waveguide, at 
which the desired TM01 mode at the frequency bands 
around 11.75 GHz and 14 GHz is carried, has an optimized 
diameter value of 20.8 mm. It is found from the simulations 
that if this diameter value is selected to be lower (close to 
18 mm), the attenuation (loss) in the transmission of desired 
TM01 mode at 11.75 GHz increases since the cutoff 
frequency for TM01 mode increases towards 11.75 GHz 
within this waveguide. On the other hand, when the 
diameter above rectangular waveguide in Figure 3 is chosen 
to be higher (close to 23 mm), the suppression performance 
of TE21 mode (second higher order mode) at 14 GHz 
degrades as being lower than 15 dB since the cutoff 
frequency for TE21 mode becomes lower than 14 GHz 
allowing TE21 mode propagation inside the circular 
waveguide above rectangular waveguide. Therefore, the 
diameter of this circular waveguide is obtained to be 
between the diameters of cavity sections.  
 

Figure 4: Reflection (S11) and transmission (S21) coefficients 
of the designed dual-band transition (transceiver) structure. 
 

The scattering parameters of transceiver mode converter are 
given in Figure 4. It is obtained that the proposed transition 
structure performs more than 10 dB return loss, more than 
15 dB suppression of undesired circular modes of TE11 and 
TE21 (other higher order modes have much better 
suppression values), and less than 0.5 dB transmission loss 
for the desired circular TM01 mode at transmitter and 
receiver frequency bands of 11.75 GHz - 12.14 GHz and 
13.67 GHz - 14 GHz, respectively. 

4. Conclusions 

This study contains a dual-band rectangular-to-circular 
waveguide transition for the mode conversion between the 
rectangular waveguide’s fundamental TE10 mode and 
circular waveguide’s first higher TM01 mode having circular 
symmetry in terms of fields. This conversion is generally 
needed to excite circularly symmetric antennas with 
symmetric fields as in telemetry/telecommand (TTC) 
satellite communication applications. The designed 
structure contains a two-section cavity and two irises below 
rectangular waveguide in order to provide effective 
attenuation of undesired circular waveguide modes of TE11, 
TE21 (and other higher order modes), and transmission of 
desired TM01 mode at dual band. The dual-band transition is 
verified for the frequency bands of around 11.75 GHz and 
14 GHz, which are typical frequencies for transmitter and 
receiver channels at Ku-band of satellite communication. 
Therefore, the proposed transition structure can be useful 
for transceiver systems of satellite communications by 
providing simultaneous operations at both transmit and 
receive frequencies.     
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Abstract

In this work, a rigorous technique for the calculation of
the effective parameters of infinite 3D metamaterial par-
ticle arrays in the case of oblique wave propagation, is
presented. The extracted polarizabilities of the consisting
scatterer and the numerically retrieved wavenumber for the
obliquely propagating electromagnetic waves are inserted
into a properly modified first-principles homogenization
technique, thus leading to the characterization of the effec-
tive medium. Finally, the proposed methodology is applied
on two popular, anisotropic metamaterial resonators.

1. Introduction
First-principles homogenization methods have gained in-
creased popularity for either metamaterial assessment or
design, due to their ability to retrieve accurate and
“naturally”-behaving Lorentzian constitutive parameters of
an effective medium. Contrary to parameter retrieval tech-
niques [1, 2], these schemes compute the effective pa-
rameters of 2D/3D particle arrays [3, 4] in terms of the
electromagnetic response of the consisting particles. Such
methodologies originate from classical effective medium
approximations, i.e. the Clausius-Mossotti or the Maxwell-
Garnett one, for which the knowledge of the polarizabil-
ity matrix of each scatterer is mandatory [5, 6]. It should
be stressed that because of non-local phenomena in peri-
odic structures, effective constitutive parameters, also, de-
pend on the respective wavenumber of a wave propagating
through them. Specifically, for the bulk metamaterial case,
efforts have been made to retrieve the bulk constitutive pa-
rameters for normal wave propagation and infinite 3D ar-
rays of isotropic magnetodielectric spheres [3] as well as of
omega-type bianisotropic scatterers [7]. Similar attempts
have been conducted to compute the effective parameters
for the case of oblique propagation through an infinite ar-
ray of magneto-dielectric spheres [8], involving wavenum-
bers from a retrieval or Nicolson-Ross-Weir (NRW) algo-
rithm [9]. Consequently, in this scenario the possibility of
deriving inaccurate results increases, and, furthermore, the
existing formulation for the oblique propagation problem
limits the potential applications to the idealized example of
magnetodielectric spheres.

In this paper, we extend the concept of first-principles
homogenization for oblique wave propagation in real-
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Figure 1: Transverse cut of an infinite cubic 3D array of
omega-type bianisotropic scatterers and its corresponding
Cartesian coordinates. The periodicity is set to d = 10 mm
toward all axes.

istic metamaterial structures. The goal of the proposed
methodology is to calculate bulk parameters of an effec-
tive medium comprising of planar resonators for oblique
propagation, via the a priori knowledge of the polarizabil-
ity matrix of each particle and the wavenumber of the prop-
agating wave. First, the first-principles technique is refor-
mulated in order to include a TE wave, and eventually the
desired constitutive parameters are expressed with regard
to the polarizabilities of the particles, the wavenumber and
the angle of propagation. Unlike previous attempts, the re-
quired wavenumber is obtained via numerical eigensolvers
for the sake of enhanced accuracy, while the polarizability
matrix of the consisting particles is acquired through dy-
namic extraction schemes. The featured method is, finally,
applied to two realistic, metamaterial resonators for various
angles of propagation of a TEx wave, and the results, so
derived, are thoroughly analyzed and discussed.

2. Homogenization Algorithm
Let us assume the coordinate system of Fig. 1 at an in-
finite 3D array of identical, passive, omega-type bian-
isotropic scatterers particles, with vacuum as the back-
ground medium. If the particles are considered electrically-
small, then they can be described by means of their re-
spective polarizabilities, as a set of electric and magnetic



(a) (b)

Figure 2: (a) The polarizabilites of the BC-SRR extracted via [10] (inlet shape: BC-SRR geometry, with d1 = 6 mm, h1 =
1 mm and w1 = g1 = 0.5 mm. The largest dimension is s = 2r.) and (b) the polarizabilites of the ERR extracted via [10]
(inlet shape: ERR geometry, with d2 = 6 mm, h2 = 2 mm and w2 = g2 = 0.5 mm. The largest dimension is s =

√
2d.

dipoles. Additionally, if properly oriented planar scatterers
are selected, the non-zero polarizabilities according to the
axes of Fig. 1 are αxx

ee , αxy
em, and αyy

mm, corresponding to the
electric-electric, electric-magnetic, and magnetic-magnetic
polarizabilities of the particle, respectively. Herein, they are
extracted through the dynamic technique described in [10].

Considering the analysis of [8], the constitutive rela-
tions for the average fields, with regard to the axes of Fig. 1,
are the following

Dx
av = εxxeffE

x
av + (χxy

e,eff − χ
xy
o,eff)Hy

av, (1a)

By
av = µyy

effH
y
av − (χxy

e,eff + χyx
o,eff)Ex

av, (1b)

where the bianisotropy coefficient is split into an even and
an odd part [3]. The relationship of the induced polarization
with the average fields inside the equivalent medium can be
written as

Dx
av = ε0E

x
av + P x

av, (2a)

By
av = µ0H

y
av + µ0M

y
av. (2b)

In view of a microscopic analysis of the lattice, the induced
polarization densities as a function of the fields, local to the
constitutive particles, can be calculated at the origin of the
axes in the form of

d3P x
av = αxx

ee ε0(Ex
i + Ex

d ) + αxy
emc

−1
0 (Hy

i +Hy
d ), (3a)

d3My
av = −αxy

emε0(Ex
i +Ex

d )+αyy
mmc

−1
0 (Hy

i +Hy
d ), (3b)

with subscripts i and d referring to the respective incident
and scattered fields on the particle at the origin of the axes.
The latter can be expressed in terms of the induced polar-
ization densities as

ε0E
x
d = Cxxd3P x

av +Dxyd3c−1
0 My

av, (4a)

c−1
0 Hy

d = Cyyd3My
av +Dxyd3P x

av. (4b)

where Cxx, Cyy , and Dxy are the 3D lattice co-field and
cross-field interaction coefficients, correspondingly.

The effective parameters of (1) can, then, be derived
by the modification of the homogenization formulas pro-
vided in [3, 8] for the case of normal and oblique incidence.
In this paper, we consider the TEx wave case, with the
wavevector of k = kyŷ+ kz ẑ = −k sinθ ŷ+ k cosθ ẑ, and
a cubic lattice, as illustrated in Fig. 1. Thus, from Maxwell
equations and the analysis in [3], it holds that

[k2
0−k×k×](Eav−Ei) = −k2

0

Pav

ε0
+k0η0k×Mav, (5a)

[k2
0−k×k×](Hav−Hi) = −k2

0Mav−
k0

η0
k×Pav

ε0
. (5b)

Taking into account the geometry of the lattice and the par-
ticles of Fig. 1 and plugging k, (4) become

Ex
av = Ex

i +
k2

0

k2 − k2
0

P x
av

ε0
+
k0k cosθ

k2 − k2
0

η0M
y
av, (6a)

Hy
av = Hy

i +
k2

0

k2 − k2
0

My
av +

k0k cosθ

k2 − k2
0

P x
av

η0ε
. (6b)

Afterwards, (4) are inserted into (3), to express Ex
i and Hy

i

with respect to the average polarization densities. Then,Ex
i

and Hy
i are substituted into (6) and P x

av and My
av are calcu-

lated as a function of the average fields. Finally, the aver-
age polarization densities are plugged into (2) and the con-
stitutive parameters of the effective medium are obtained.
Therefore,

εxxeff

ε0
= 1 +N

Ae − Cyy
int

∆
, (7a)

µyy
eff

µ0
= 1 +N

Am − Cxx
int

∆
, (7b)

c0 χ
xy
e,eff = N

Aem

∆
, c0 χ

xy
o,eff = N

Dxy
int

∆
, (7c)

with

∆ = (Ae − Cyy
int)(Am − Cxx

int)− (Dxy
int)

2 + A2
em, (8a)
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Figure 3: (a) Solutions of the eigenproblem for the BC-SRR resonator for different θ angles by means of [12]. Calculated (b)
relative effective permittivity, (c) permeability, and (d) normalized odd part of the bianisotropy coefficient for various θ.

Ae =
αxx
ee

αxx
ee α

yy
mm + (αxy

em)2
, (8b)

Am =
αyy
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αxx
ee α

yy
mm + (αxy

em)2
, (8c)

Aem =
αxy
em

αxx
ee α

yy
mm + (αxy

em)2
, (8d)

and

Cii
int = Cii −N k2

0

k2 − k2
0

, i = {x, y} (9a)

Dxy
int = Dxy −N kk0 cosθ

k2 − k2
0

, (9b)

Coefficients Cxx, Cyy, and Dxy are computed in terms of
rapidly converging Green function series [7, 11]. More-
over, from the symmetry of the problem, it is deduced
that Cyy(kx, ky, kz, d) = Cxx(ky, kx, kz, d) [11]. Notice
in (7b), that the even part of the bianisotropy coefficient,
χxy

e,eff , is associated with the bianisotropic effects caused
by the attributes of the scatterer’s geometry, or, the polar-
izability αxy

em. Similarly, the odd part χxy
o,eff refers to the

bianisotropic effects, arising in the lattice geometry and the
excitation on electric and magnetic dipoles perpendicular to
each other, collectively expressed by the interaction coeffi-
cient Dxy .

As deduced from (9), the wavenumber k is required for
our calculations. In the analysis of [8], the effective pa-
rameters for oblique propagation have been obtained uti-
lizing extracted k values from a modified NRW technique
[9]. However, since only a single unit-cell along z-axis
is employed for the extraction of k, there exists a devi-
ation from the featured problem of the infinite 3D scat-
terer array. In this work, to guarantee accuracy, the neces-
sary wavenumber is numerically derived through the CST
MWSTM computational package [12].

3. Results and Discussion
To verify its efficiency, the proposed homogenization tech-
nique is applied to two well-established metamaterial scat-
terers, i.e. the square broadside-coupled split-ring res-
onator (BC-SRR) [13] and the electric ring resonator (ERR)
[14], as depicted in the inlet sketches of Fig. 2. Both
scatterers employed, herein, are anisotropic and selected
for their simplicity, without any loss of generality. Firstly,
the polarizabilities of the particles are retrieved via the re-
flection/transmission coefficients using dynamic techniques
[10, 15] and the results are displayed in Fig. 2. Figure 2(a)
shows that the polarizabilities of the BC-SRR exhibit a
magnetic resonator behavior at the first resonance, which
is, basically, excited when a magnetic field is perpendicu-
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(a) (b)

(c) (d)

Figure 4: (a) Solutions of the eigenproblem for the ERR resonator for different θ angles by means of [12]. Calculated (b)
relative effective permittivity, (c) permeability and (d) normalized odd part of the bianisotropy coefficient for various θ.

larly induced to its loop. Likewise, the outcomes of Fig. 2b
reveal an electric resonator behavior for the ERR, primar-
ily, excited when an incident electric field is parallel to the
gaps of the resonator.

Subsequently, the constitutive parameters for the effec-
tive media comprising the respective resonators are calcu-
lated through the featured method. For the BC-SRR case,
the eigensolver numerical simulation results for a periodic
unit-cell along x-, y-, and z-axis and diverse angles of prop-
agation θ, are provided in Fig. 3(a). The bandgap regions
are associated with a reported µ-negative (MNG) or µ-near-
zero (MNZ) behavior for the BC-SRR, when placed in 3D
orthogonal periodic lattices, and become narrower with the
increase of θ, as lower values of magnitude of Hy

av are cou-
pled with the loop of the resonator. Next, the extracted po-
larizabilities of the particle (Fig. 2(a)) along with the re-
trieved k values are inserted into (7)-(9) to compute the ef-
fective parameters for the respective angles of propagation.
The scatterer is reported to be anisotropic or αxy

em = 0, thus,
c0χ

xy
e,eff = 0. The calculated homogenized medium pa-

rameters are illustrated in Figs. 3(b), 3(c), and 3(d), which
confirm the expected MNG/MNZ behavior (Fig. 3(c)), in-
dicated by the bandgap regions. Near-zero or negative val-
ues of the εr or µr relative parameters are associated with
very low or imaginary wavenumbers, respectively, leading

to a non-propagating and rapidly evanescent wave at these
frequencies. Furthermore, the MNG attributes of the effec-
tive medium (µ < 0) and the resonance amplitude dimin-
ish with the increase of θ, owing to the same magnetic field
coupling reasons, mentioned above. One should observe the
low, yet not negligible, χxy

o,eff values, produced by the non-
zero cross-field interaction coefficient Dxy .

The second application investigates the ERR resonator,
whose eigensolver simulation results for the same periodic
unit-cell and angles of propagation θ, as in the BC-SRR
configuration, are shown in Fig. 4(a). The bandgap regions
are associated, herein, with a ε-negative (ENG) or ε-near-
zero (ENZ) behavior for the first resonance, when placed
in 3D orthogonal periodic lattices. Nonetheless, this phe-
nomenon does not diminish significantly as θ increases,
since it is reported that the ERR can function as an electric
resonator for both y and z incidences [14]. Such a behavior
can be justified by the fact that the local Ex field compo-
nent of the a TEx wave is parallel to the gaps of the ERR,
regardless of θ variation. However, a slight narrowing of
the bandgap with the increase of θ is observed, which will
be explained later on. Then, the extracted polarizabilities
of the particle (Fig. 2(b)) as well as the simulated k values
(Fig. 4(a)), are inserted into (7)-(9) to acquire the effective
parameters for the respective angles of propagation. This
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scatterer is, also, anisotropic, hence, c0χ
xy
e,eff = 0. In this

context, the calculated homogenized medium parameters
are presented in Figs. 4(b), 4(c), and 4(d), which, again,
certify the anticipated ENG/ENZ behavior (Fig. 4(b)), in-
dicated by the bandgap regions and negative ε values. The
ENG attributes of the effective medium remain unaffected
with θ variation, in accordance with the reports of [14].
Nevertheless, the χxy

o,eff values, related to the bianisotropy
due to the lattice and expressed via the interaction coef-
ficient Dxy , decrease with the increase of θ. As a conse-
quence, the small decrease of the bandgap with the increase
of θ, depicted in Fig. 4(a), considering the steady behavior
of the effective ε and µ (Fig. 4(b) and Fig. 4(c)), can, there-
fore, be attributed to the respective behavior of χxy

o,eff . This
important conclusion, to the best of the authors’ knowledge,
consists the first indication for the existence of distinct bian-
isotropic effects caused by the lattice, even if the effective
medium consists of anisotropic particles, on the condition
that electric and magnetic dipoles, perpendicular to each
other, can be excited. Finally, as an overall evaluation,
all artifacts that usually occur in NRW-based techniques,
namely anti-resonances and non-passivity, are, herein, ab-
sent, hence, providing effective ε and µ consistent with a
“natural” Lorentz-type dielectric medium.

4. Conclusions
An efficient technique for the precise effective parameter
retrieval of metamaterial structures in the case of oblique
propagation has been introduced in this paper. Initially, the
consisting particles of the cubic lattice, under study, are
considered to be equivalent to a collection of electric and
magnetic dipoles placed at their shape center. The develop-
ment of the featured method stems from the expansion of
a popular first-principles algorithm for the case of oblique
propagation inside the lattice, and, in particular, for a TEx
wave. The required polarizabilities have been obtained via
a dynamic extraction approach, while the wavenumber for
propagation through the grid has been derived by means
of a rigorous numerical solver. Finally, the proposed tech-
nique has been applied to two planar resonators for various
propagation angles, with all results found to be physically
meaningful and without or practically negligible artifacts.
Also, the bianisotropy effects caused by the 3D array in the
subsequent effective medium, even if it involves anisotropic
particles, were identified and adequately discussed.

Regarding future endeavors, the presented algorithm
will be extended to other types of obliquely propagating
waves inside the infinite array, like the TM ones. Addition-
ally, other classes of scatterers, e.g. helices or omega-type
banisotropic particles, can be incorporated in the analysis,
while, lastly, the featured methodology may be expanded
to include interfaces rather than infinite arrays, thus mov-
ing toward practical, real-world implementations.
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Abstract
In this paper, we demonstrate an approach towards enabling
a reconfigurable THz sensor interface that can be dynami-
cally programmed for optimal response against spectrum
(0.1-1.0 THz), angles of incidence and polarizations, while
being operable at room temperature. We directly program
the impressed current surface under THz incidence on the
electromagnetic scattering interface depending on the inci-
dence field properties. By allowing simultaneous sensing
and reconfiguration at deep sub-wavelength scales, we cre-
ate a map between the reconfigurable electromagnetic states
to optimal reception for incident THz field properties. The
approach allows us to overcome the limitations of singular
devices at THz while allowing system-level reconfigurabil-
ity, approaching a universal THz interface.

1. Introduction: THz Interface on Chip and
Sub-wavelength Reconfiguration

Chip-scale Terahertz (THz) sensors operating at room tem-
perature that are programmable across the incident field
properties has transformative application potential in chem-
ical sensing, biomedical imaging, spectroscopy and secu-
rity. This is critically important since information at THz
is often spread across multiple frequency points across the
spectrum and therefore hyper-spectral sensing at THz is
emerging as a powerful tool in this spectrum. In addition,
the ability to reconfigure the sensor platform across vari-
ous angles of incidence and polarization can allow fast elec-
tronic scanning and fast image acquisition [?].

Typically, such sensors are limited in their responsiv-
ity to all the three properties of the incident field. Allow-
ing such reconfigurability in a chip-scale form is even more
challenging since devices are typically inefficient in their
sensitivity and reconfiguration at these frequencies. In this,
CMOS-based integrated circuit technology is a powerful
platform since it allows extremely high levels of integra-
tion giving the ability to realize highly complex systems
in chip-scale form at low cost. This importance cannot be
emphasized enough and an immediate success story can be
seen in the revolution of modern day wireless connectivity
that rests on highly integrated radio frequency integrated
circuits (RFICs). However, cut-off frequencies of silicon-
based transistors are much lower compared to III-V devices
(such as InP), and therefore enabling such universality in
the THz sensing interfaces is extremely challenging.

Here, we present a method to overcome limitations of
singular devices through distributed approaches to sensing

and reconfiguration. Integrating the THz electromagnetic
interface in a CMOS chip allows direct interfacing with po-
tentially millions of active devices. Here, we employ direct
digital programming and absorption at the interface under
incident THz fields to allow a universally programmable
sensor interface across spectrum (0.1-1.0 THz), angle of in-
cidence and polarization simultaneously [?, ?].

2. Integrated Distributed THz Sensor and
Interface

The overall concept behind the electromagnetic surface re-
configuration is shown in Fig. 1 [?]. The sensor respon-
sivity is fundamentally dependent on the impressed surface
current that is induced under the incident THz field. This
is a function of the metal structure and the boundary con-
ditions. In this work, we move away from a single-port
antenna to a single detector to a distributed multi-port ac-
tive THz sensing surface. The sensors and the reconfigura-
tion sites are distributed over the antenna surface giving the
ability to manipulate the surface current distribution at sub-
wavelength scales that allows the incident power absorption
at the reconfiguration sites. By moving away the traditional
partitioned design approach, a new design space opens up to
create a large set of THz sensor electromagnetic response.
We map a subset of the reconfiguration states against the
incident field properties to allow

• Spectral reconfigurability across 0.1-1.0 THz.
• Creation of a continuous phase surface to bend the

receiver beam in a distributed non-coherent manner
eliminating the need for complex phased arrays

• Rotate the polarization with sub-wavelength recon-
figuration to allow for dynamic adaptability

3. Methods for the Multi-dimensional
Optimization Process

The sensor interface with the log-periodic tooth surface and
16-subwavelength sensors is shown in Fig. 1. Each sensor
site can be locally reconfigured with a 5-bit thermometer
code, resulting in a total of 516 = 152 billion states. An
example of this is shown in the simulated result in Fig.1,
that demonstrates the bending of the reception beam with
the programming of the digital states. The surface cur-
rent is directly reconfigured creating a maximum respon-
sivity at an off axis, similar to a phased array operating.
In the process of enabling distributed reconfiguration with
incoherent detectors, it avoids all the complexities of THz
phased arrays and still achieves beam control. Therefore,



Figure 1: Single-chip THz sensor with distributed electromagnetic and sensor interface to allow for programmability against
incident field properties to inject agility and universality in THz sensors [?, ?].

Figure 2: CMOS chip and measured reconfigurability with direct digital reconfiguration of the THz interface demonstrating
3x-10x enhancement across 0.1-1.0 THz, across various angles of incidence and polarization.

the aim of the sensor and interface design process is to max-
imize the range of reconfiguration across the three incident
field properties. In this work, we follow a heuristic proce-
dure to determine the number of detectors, their locations
and sizes. In particular, we combine gradient decent opti-
mization method with a random search algorithm in the 16-
dimensional space. To randomize the effect of the intimal
conditions, we allow the optimization to start with multiple
random initial conditions and employ gradient descent to
reach to the near optimal states. The entire interaction of
the incident THz field at any frequency, angle of incidence
ad polarization with the distributed scattering surface and
detector impedance loading is taken into consideration in
the design and optimization process.

4. Measurement Results
The chip is fabricated in a 65-nm industry standard CMOS
process and is interfaced with a silicon lens and measured
for reconfigurability with incident radiation across 0.1-1.0
THz, across various angles of incidence and polarization.
Fig. 2 demonstrates the performance across the 900 GHz
of reconfiguration space for both polarization. We compare
the reconfigurable sensor response against a fixed baseline
state optimized at 300 GHz. As can be seen, almost 4x-10x
enhancement can be acheived through dynamic reconfigu-
ration of the interface. The figure also shows two optimal
states for the incidence at 300 GHz and 990 GHz. Evidently
depending on the spectrum, different sensors contribute dif-
ferently and the surface current need to be manipulated in

a different fashion to allow optimal reception of the inci-
dent power. The chip also shows 3x-9x enhancement when
measured across various angles of incidence across polar-
ization and frequencies. The results demonstrates the key
idea of beam and sensor manipulation through distributed
in-coherent current manipulations. Through such methods
of distributed sensing and field manipulation, new design
spaces for chip-scale THz systems can open up to allow
for efficient system-level programmability, critical for THz
imaging and sensing applications.
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Abstract 

We show that combing the dual effects of local field 

enhancement using bowtie antennas in a plasmonic 

slot waveguide for the pump lights and the Purcell 

effect using a split ring resonator for the generated 

terahertz field, efficient thin-film terahertz sources can 

be realized based on the nonlinear process of 

difference frequency generation using a nonlinear 

polymer embedded within the slot, showing an overall 

enhancement factor larger than 2105 for the bare 

nonlinear polymer when the metallic structures are 

absent. 

1. Introduction 

Most terahertz (THz) continuous-wave (CW) 
sources nowadays are still inefficient and have low 
output powers, impeding the further development of 
THz science and its applications in various fields. 
Although solid state THz sources can provide mW 
level output for frequencies less than 200GHz and the 
frequency can be increased by a series of microwave 
amplifiers to around 1THz, the output power drops 
sharply as the frequency increases. On the high-
frequency end, quantum well based quantum cascade 
lasers can provide high powers. But they are 
expensive, hard to use due the requirement of 
cryogenic conditions, and the frequency can be hardly 
below 2THz. Although THz pulsed sources have been 
more maturely developed thanks to the availability of 
high power ultra-fast lasers, the CW form of terahertz 
radiations are sometimes indispensable for applications 
like fast THz imaging, THz communications and high 
spectral resolution spectroscopy. Many approaches 
have been exploited to realize THz CW sources, 
among which difference frequency generation (DFG) 
based on the second order nonlinear process is 
conceptually the simplest one. However, the 
conventional DFG process based on nonlinear crystal 
usually needs to fulfill the phase-matching condition to 
realize high conversion efficiency and the crystal is 
usually quite bulky, hard to be incorporated into on-
chip applications.   

2. Structure and Results 

While considerable research effort has been made 
on the conversion efficiency to terahertz radiations, to 
maximize the extraction of THz energy from the chip 
to the far field is of vital importance. In this work, we 
first show that a regular structure of split-ring 
resonator (SRR) can enhance the coupling of a dipole 
placed within this slit by 4 orders of magnitude 
compared to that when the case when the SRR is not 
present (see Fig. 1(a)). This dipole can be realized by 
using a bowtie antenna which is placed within the slit 
of the SRR, as schematically shown in Fig. 1(b). The 
bowtie antenna can also enhance the local electric field 
for both the two wavelengths of 1 and 2[1], which 
provide the frequency difference for the THz 
generation. Our calculations demonstrate that using a 
polymer material whose second order suseptibilty is set 
as (2)=200pm/V[2] and an incident power density of 
0.013GW/cm2 for both 1 and 2 , a THz power of 
13.75nW can be achieved with only one bowtie 
antenna structure. For comparison, we replaced all the 
gold structures in the simulations by the same 
thickness of the nonlinear polymer, and in this case the 
calculated THz output power is around 710-13 W, 
showing that the THz output boosted by both the pump 
light local field enhancement and the THz Purcell 
effect by a factor of 2105. From the results in Fig. 
1(a), one can see that the terahertz Purcell effect makes 
a contribution on the order of 104, and the rest 
enhancement comes from the hot spots of electric field 
within the bowtie antenna at the two pump 
wavelengths. 

 



 

 

 

 
Fig. 1 (a) THz purcell effect using a SRR structure with a 

gap width of 600nm. (b) Schematic of the THz source 

incorporating both the bowtie antenna and the purcell effect. 

(c) Output power of the generated CW THz sources as a 

function of frequency.  

3. Discussions and Conclusion 

A higher power can be realized by incorporating 
more bowtie antennas within the same slit. Our results 
show that the dual effects of local field enhancement of 
the pump laser and the THz purcell effect can help 
together to realize efficent CW-form THz sources 
operating within 1-2THz, with a superior performance 
over most of the currently available THz souces.  
 

As a conclusion, we have shown in this paper that 
the two resonators are used in the DFG process to help 
realize efficient THz sources, with one resonator (the 
bowtie antenna) used to enhance the local electric field 
of the pump lights and the subsequent optical-to-THz 
conversion, and the other resonator (the SRR) used to 
extract more power from the SRR slot the free space. 
An overall enhancement in the final THz output by a 
factor of 2105 has been numerically demonstrated 
compared to the case when these two resonators are 
absent. Our results, together with other results 
reporting of manipulating THz radiation patterning and 
directionality by using a hyperbolic medium, show that 
some ideas in optical nanoantennas and optical 
metamaterials can be efficiently extended to the THz 
band. Such concepts may become helpful in the quest 
for realization of on-chip THz sources with acceptable 
output power. We expect that these results will assist 

in paving the way for further development of THz 
technology with the ultimate goal of bridging the THz 
gap.  
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Abstract 

In this research, we demonstrated a high-gain terahertz 

(THz) parametric amplifier for an extremely weak terahertz 

wave using MgO:LiNbO3 crystal pumped by the microchip 

Nd:YAG laser. The amplification factor reached more than 

100 dB by dividing the amplifier into two parts: the pre-

amplifier and the main-amplifier.  

1. Introduction 

For several years, we have worked on the development 

of an injection-seeded Terahertz wave Parametric Generator 

(is-TPG) as a high-power terahertz wave source. Recently, 

the peak output power of is-TPG approached a few tens of 

kW after introducing a microchip Nd:YAG laser with a 

shorter pulse width [1]. It allows us to use is-TPG for many 

applications like illicit drug detection under thick envelopes 

and 3D computed tomography of plastics which is difficult 
with other systems[2,3]. 

  In our previous work, we also achieved a 55-dB gain in 

terahertz wave amplification, based on the parametric 

process in MgO:LiNbO3 crystals [4,5]. At that time, we 

attempted to amplify weak terahertz waves with frequencies 

around 1 THz; in this frequency range, the parametric gain 

was low, and our attempt was not successful. This was also 

attributed to energy losses associated with broadband 

spontaneous emission light, which we call Terahertz wave 

Parametric Generation (TPG) noise. In this research, we 

constructed a new type of terahertz parametric amplifier that 

suppressed TPG noise generation and improved the 
amplification gain. 

2. Terahertz parametric amplification 

When a high-power pump beam and seed beam are input 
into a MgO:LiNbO3 crystal, a terahertz wave with a narrow 

line width and high brightness is generated by parametric 

wavelength conversion, an idler beam is also generated and 

amplified. This method is known as an is-TPG [1]. In an is-

TPG, an infrared beam is used as the seed beam. On the 

other hand, in a terahertz parametric amplifier, a terahertz 

wave is used as the seed beam instead of an infrared beam. 

When a high-power pump beam and terahertz wave are 

input into a MgO:LiNbO3 crystal, the terahertz wave is 

amplified by the parametric process in the crystal [4,5]. 

3. Experimental setup 

Figure 1 shows the (a) previous and (b) new 

experimental setup for terahertz wave parametric 

amplification. In the previous setup, if the gain is increased 

by inputting higher energy pump beam or increasing the 

crystal length, most of gain is used for TPG noise 

generation, instead of amplified terahertz wave as shown in 

Fig.1 (a). 

On the other hand, in the new configuration, the 
amplifier was divided into two parts, the pre-amplifier and 

the main-amplifier, to suppress TPG noise and enhance the 

amplification gain as shown in Fig.1(b). In the pre-amplifier, 

the terahertz wave of 1.05 THz from the is-TPG was input 

into the crystal along with a portion of the pump beam from 

a microchip Nd:YAG laser, satisfying the non-collinear 

phase-matching condition. Under nonlinear optical 

wavelength conversion, the terahertz wave was converted 

into a near infrared beam, i.e., the “idler beam”. The idler 

beam is dependent on the input terahertz wave. An iris 

Figure 1: (a) Previous and (b) new setup for terahertz 

parametric amplifier. 
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positioned behind the pre-amplifier isolated the idler beam 

and blocked the broadband TPG noise. Therefore, only the 

isolated idler beam can be injected into the crystal along 

with a portion of the pump beam to generate an amplified 

terahertz wave. The amplified terahertz wave was detected 

by a calibrated pyroelectric detector and the amplification 

factor of the system was measured. 

We also placed a scanning Fabry–Pérot interferometer 

(FPI) in the output path to confirm whether the frequency of 

the input and output terahertz waves were the same. Two 
parallel metal meshes (97% reflectivity in 1 THz) were used 

as two mirrors in the interferometer. We observed the 

intensity of the transmitted terahertz wave while increasing 

the distance between the two meshes. We confirmed the 

frequency by observing the interference waveform. 

4.  Results 

Figure 2 (a) shows the terahertz input energy dependence 

of the amplification factor and output energy. The 

amplification factor of the terahertz wave from the is-TPG 

with a frequency of 1.05 THz reached more than 10 billion 

(100 dB) when the input was 56 zJ (zJ=10-21J), 

corresponding to an output of 1.45 nJ. 

Figure 2 (b) shows the transmission waveform of the 

scanning FPI. A peak appeared every time the distance 
between the two meshes was an integer multiple of half-

wavelength. Therefore, distance between two peaks 

indicates the wavelength of the transmitted terahertz wave. 

The wavelength of the output was confirmed to be 286 µm, 

corresponding to frequency of 1.05 THz, equal to the input. 

Thus, we successfully demonstrated high-gain terahertz 

wave parametric amplification of extremely weak terahertz 

waves using the new amplification scheme. 

5. Conclusion 

In this research, we demonstrated a terahertz parametric 

amplifier with a gain of more than 100 dB for an extremely 

weak terahertz wave input. The amplification gain was low 

in our previous work due to broadband noise. This issue was 

resolved in the current study by dividing the amplifier into 

two parts to suppress noise and increase the parametric gain. 

We believe this work will contribute to the future 

development of terahertz applications. 
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Abstract 
We review our recently proposed systems for future mobile networks based on the seamless convergence of 
fiber-optic and radio-wave, including: a flexible and high-performance wireless fronthaul system in the 
millimeter-wave band, a system for generation and transmission of radio access signals in high-frequency bands, 
and a converged system for highly moving objects. 

1. Introduction 
Fifth generation (5G) and beyond networks with new requirements on data rate, latency, and ultra-dense radio 
cells pose many challenges to transport networks, especially fronthaul systems which transport radio signals 
from a cloud to antenna sites. The lack of fiber infrastructure in some dense urban and remote areas is another 
challenge for deployment of ultra-dense small-cell networks. It is also difficult to transmit radio access signals 
in high frequency bands to a large number of antenna sites, even with the use of the next generation fronthaul 
interface which is proposed to reduce the required data rate of fronthaul systems [1]. A convergence and 
cooperation of fiber transport and radio access networks would be very promising to resolve the challenges in 
the fronthaul systems. Furthermore, high-speed communications to highly moving users, such as those on high-
speed trains, is considered one of the typical use cases in 5G and beyond networks [2]. Nevertheless, realization 
of such a high-speed and smooth communication network to highly moving users is extremely difficult because 
of frequent handovers, high penetration loss, and fast Doppler effects. A convergence of fiber-optic and radio-
wave systems in high-frequency bands and the use of other advanced photonic technologies can be very useful 
to build such a network. Fig. 1 shows three different use cases of the convergence of fiber-optic and radio-
wave systems. First, fiber–wireless systems can be used as an extension and/or a backup for an optical system 
for mobile fronthaul/backhaul transmission where the use of fiber cables is not possible or is too expensive 
(Fig. 1(a)). Second, a seamless fiber–wireless system can be attractive for generation and transmission of radio 
signals in high-frequency bands over fronthaul systems (Fig. 1(b)). In this case, the system can help to simplify 
antenna sites, and reduce the system cost, power consumption, and complexity. Third, the converged system 
with an adaptive signal routing technology can be very useful for high-speed and handover-free 
communications to highly moving objects, such as high-speed trains (Fig. 1(c)). In this paper, we review our 
recent systems and proof-of-concept demonstrations on the generation and transmission of radio signals over 
the converged fiber–radio systems.  

 
Fig. 1. Fiber–wireless converged systems: (a) converged fiber–mmWave bridge; (b) optical–wireless convergence for 
future radio access network; (c) optical–wireless system for moving-cell networks. 
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2. Example of convergence of fiber transport and radio access networks 
In ultra-dense small-cell networks using radio signals in the millimeter-wave (mmWave) and sub-terahertz-
wave bands, the transmission of signals over optical fronthaul systems is very challenging. Using digitized 
transmission methods, extremely high data rates are required for the transmission even to each antenna site. In 
addition, high-speed digital-to-analog and analog-to-digital converters are required at antenna sites, which 
significantly increase the system cost and complexity. Using analog radio-over-fiber systems, the transmission 
performance can be degraded because of impairments, such as fiber dispersion and nonlinear distortion effects. 
High-speed optical modulators should also be used for converting mmWave mobile signals to optical signals, 
which considerably increase the system cost. An optical heterodyne system is very attractive for generation, 
transmission, and up-conversion of radio signals to the mmWave bands.  

 
Fig. 2. (a) Schematic of an optical self-heterodyne system for generation and transmission of mmWave radio signals; (b) 
OFDM signal performance after being transmitted over the optical self-heterodyne system. 

The schematic for the generation, transmission, and up-conversion of radio signals in the mmWave band over 
an optical fronthaul system is shown in Fig. 2(a). In this system, instead of transmitting directly radio signals 
in the mmWave band over the optical fronthaul, signals in low intermediate frequency bands are generated and 
transmitted over the fiber transport link. At the optical receiver, radio signals in the high frequency bands can 
be generated by up-converting the received optical signal using a high-speed photomixer [3]. First, a two-tone 
optical signal with a frequency separation between the sidebands of 89.6 GHz is generated using a high-
precision optical modulation technology [4]. The two optical sidebands are separated by an arrayed waveguide 
grating, and one of them is modulated by an orthogonal frequency-division multiplexing (OFDM) signal. The 
modulated and unmodulated optical signals are then re-combined and amplified before being transmitted over 
a fiber to an optical receiver. The received optical signal is inputted to a high-speed photomixer for up-
converting to the mmWave radio signal at 96.1 GHz. The signal is amplified before being transmitted into free 
space by a horn antenna. After being transmitted over approximately 1 m in free space, the signal is received 
by another horn antenna, down-converted by a coherent detection, and sent to a real-time oscilloscope. Fig. 
2(b) shows the performance of the OFDM signal with different bandwidths and modulation levels. The results 
show that the converged system can provide a promising method for the transmission of mmWave radio signals 
over the optical fronthaul. 
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Abstract 
The biggest advantage of terahertz time domain imaging is 
that the technique can provide cross-section images of 
artworks non-destructively. The overview of 10 years 
terahertz time domain imaging activities in heritage science 
is discussed, by comparing with conventional and new 
imaging techniques in various frequency ranges.  

1. Electromagnetic waves used in heritage science 
Electromagnetic waves from microwave to X-ray are widely 
used in heritage science for material analyses as well as non-
destructive internal structure imaging, although micro 
sampling can be required for precise chemical analyses to 
determine particular substance used in the work. Almost all 
instruments used in heritage science are based on well-
established analytical techniques in industries.  For example, 
Fourier transform infrared spectroscopy (FTIR), X-ray 
fluorescence (XRF) and X-ray diffraction (XRD) used in 
chemical industries, are essential tools for analyzing art 
materials. Recently developed multi- or hyper-spectral 
imaging systems are extremely useful for material mapping 
of paintings. [1, 2] Fig. 1 shows frequency bands and 
examples of images that can be obtained using those ranges. 
As shown in this figure, the band called far-infrared, sub-
millimetre wave or terahertz (THz) exists between radio 
wave and ray, and thus the community is composed of 
various different research fields. Some art historians are 
interested in pigments which often prove the age, and the 
information can be obtained from very surface of an artwork. 
For conservators, on the other hand, its support and 
preparation layers are also important.  
In the case of internal structure observation, the penetration 
depth and the spatial resolution are determined by a 
combination of the frequency and the object’s physical 
properties (Fig. 2), and lower frequencies lead to deeper 
penetration depths at lower spatial resolutions. In general, 
microwave and millimetre wave imaging systems are based 
on radar technology, and photographic techniques include 
infrared (IR) and ultraviolet (UV) by choosing suitable wave 
lengths. X-ray radiography, especially X-ray CT has been 
commonly used to obtain three-dimensional structure at high 
resolution, although the object under test must be set in a 
particular place, and images are obtained in transmission 
mode.  Thus, it is hardly applied to large scale objects such 
as wall paintings.  
While THz technology is not yet commonly used in most 
industries, the THz time domain imaging technique has been 

adopted in heritage science, because it non-destructively 
reveals the internal layer structure from support to painted 
surface which is the most important part for conservation 
treatment.  The activities for almost ten years around the 
world are mentioned in a mile-stone article of THz imaging 
by D. M. Mittleman [3]. Details of its technique are well-
explained in previous papers and books. [4-6] 
 

 
Figure 1: Examples of internal structure observation. 

 

 

Figure 2: Typical structure of paintings and penetration 
depths of electromagnetic waves. 
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2. Internal structure observation by THz imaging  
THz imaging technique has been applied to various 
museum objects, and  some examples carried out by NICT 
are shown in Fig. 3, along the chronological table of art 
history. The first application was in 2008, during the 
conservation of "Polittico di Badia" (1300), a masterpiece 
of Giotto, at the Uffizi Gallery. The non-destructive cross-
section image clearly showed that two gesso layers exist in 
the panel, which proved that the artist followed the 
medieval technique. In the case of Japanese panel screen, 
THz imaging is practically useful for condition check 
before conservation treatment.  The panel is traditionally  
composed of three sets of supporting layers of paper on a 
latticed wooden mount. Full-scale conservation of a panel 
screen involves the replacement of supporting parts, and 
thus, the condition of their internal structure is important to 
estimate the works to be done. For example, THz imaging 
revealed many pieces of mending paper below the painting, 
which give the history of the artwork, as well as useful 
information for treatment planning. Among these examples, up 
to now, there are two unsolved issues. One is the painting 
technique of Bernt Notke's canvas painting "Danse Macabre" (15th 
century) in the Niguliste Museum in Estonia. Some parts have two 
painting layers. A conservation scientist suggested that the 
technique might be the glue-sized, which uses animal glue and 
pieces of thin fabric to paint. Further investigation is required to 
understand the experimental results and its painting technique. 
Another issue is over-paint layers of “Homme au Chapeau” (1915), 
by Pablo Picasso, in the Tokyo Station Gallery. The layer structure 
of the painting depends on the area. By extracting the second layer, 
the image becomes similar to a photograph shown in a catalogue 
[7], which is rather different from current image introduced in 
another catalogue and a book [8]. Art historians' viewpoints are 
required to understand these results. 
We also discuss regulation issues that may cause some 
concerns in the telecommunication community. 
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Figure 3: Examples of THz imaging activities. 
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Abstract 

The spectral range between 5 and 10 THz is hardly 

accessible for time-resolved THz spectroscopy due to strong 

phonon absorption in many polar materials utilized for the 
generation of THz transients. We demonstrate that non-

polar germanium is a promising semiconductor for a 

realization of a photoconductive THz emitter with a 

continuous spectrum spanning well above 10 THz. 

1. Introduction 

The THz frequency band is often referred to as THz gap due 

to difficulties faced by conventional microwave and optical 

technologies in this region of the electromagnetic spectrum. 

In spite of immense development in the last 3 decades to fill 

this gap, the 5-10 THz range within this band still remains 

elusive for most ultrafast spectroscopy techniques because 

of strong absorption bands in materials used for THz 

emission and detection [1, 2]. These absorption bands 

present in the radiated THz spectrum affect the THz 

intensity and the spectroscopy precision in their vicinity. 
The reason behind this is the polar nature of the solid state 

materials being used to fabricate the emitter and detector. 

The most common technique for a table-top room 

temperature emitter is the photoconductive technique, 

which relies on mainly two polar materials: GaAs and 

InGaAs. Due to polar crystal nature, their optical phonons 

are IR-active and hence absorb THz radiation at the phonon 

resonance frequency. Therefore, gapless spectra from GaAs 

and InGaAs photoconductive emitters are limited up to 

7 THz. Other materials with second-order optical 

nonlinearity used for THz technology, e.g. ZnTe or GaP, are 
also polar and have phonon frequencies in the 5-10 THz 

band. For these reasons novel approaches for THz 

generation that do not rely on polar materials are highly 

demanded. 

Here we demonstrate a Ge photoconductive emitter 

generating THz pulses with spectrum up to 13 THz which is 

free from any absorption bands if appropriate electro-optic 

detection is utilized. Ge is a centrosymmetric non-polar 

crystal and hence its phonons are not IR-active. Therefore, 

Ge shows high and almost uniform transmission of THz 

radiation up to frequencies more than 20 THz besides weak 

two-phonon absorption band near 10 THz [3]. On the other 

hand, the efficiency of THz emission from Ge antennae is 

similar to that of GaAs-based antennae due to the 

comparably high electron mobility. 

2. Results 

The studied photoconductive antennae are formed by 

bowtie-like electrode structures with 10 µm electrode gap 

deposited on a semiconductor substrate. Since the carrier 

lifetime in pure Ge is of the order of µs due to its indirect 

bandgap, we have utilized a Ti:sapphire amplified laser 

system operating at 250 kHz repetition rate in order avoid 

an accumulation of the photoexcited carriers. The pulse 

width was ~65 fs FWHM at the central wavelength of 800 
nm. 

The photoexcitation generates electron-hole pairs in the Ge 

substrate. These charge carriers are accelerated by the 

electric field between the electrodes biased by the voltage of 

10 V. THz radiation emitted by the transient current passes 

through the Ge substrate and then it is collected and 

detected using off-axis parabolic mirrors in a standard time-

domain spectroscopy setup. Electro-optic sampling using 

two different crystals, namely 40 µm ZnTe and 300 µm 

GaP, is used to record the THz waveforms and the spectra 

are obtained via Fourier transform. The results are shown in 

Fig. 1(a). However, the measured spectra are influenced by 
the frequency-dependent detector response. In addition, the 

finite pulse width of 65 fs of the pump and probe laser 

pulses gives rise to THz signal roll-off with increasing 

frequency. Detector response functions of both detector 

crystals are simulated according to reference [4]. Signal 

roll-off due to laser pulse widths is also included in the 

simulated response function and the results are shown in 

Fig. 1(b). In the observed spectra the GaP detector (blue 

curve) shows a gapless spectrum reaching up to 8 THz. This 

cutoff frequency is not the actual cut-off of the radiated 

THz pulse, but it is due to significant drop in the GaP 
detector response after 8 THz as shown in blue curve in 

Fig. 1(b).  

The spectrum observed with the ZnTe detector shows a THz 

signal reaching up to frequencies more than 12.5 THz as 

shown with the black curve in Fig. 1(a). The simulated 

detector response of the ZnTe crystal has a sharp dip close 
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to 5 THz as shown in black in Fig. 1(b). Due to this dip in 

the detector response, the observed spectrum also has a dip 

close to 5 THz, otherwise the actual emitted THz radiation 

from Ge emitter is free from any sharp dips in the spectrum. 

The continuity of the spectrum observed with GaP also 

confirms that the actual emitted THz radiation does not 

have any dip in the spectrum close to 5 THz.  

 
 

 
 

Figure 1: (a) Fourier transform of the THz pulse emitted 

from the Ge emitter and detected with GaP and ZnTe 

electro-optic detectors (adopted from [3].). (b) 

Simulated detector response function of both detectors 
including the roll-off contribution from the finite laser 

pulse width. 

  

3. Conclusions 

We have demonstrated that a Ge-based photoconductive 

emitter is capable to emit THz pulses covering frequency 

range beyond 10 THz. The efficiency of such emitter is 

comparable with its GaAs-based analog demonstrating a 

high potential of Ge for broadband THz technology. In 

addition, the relatively low bandgap energy of Ge ensures 

its compatibility with femtosecond fiber lasers operating at 

telecom wavelengths. 
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Abstract

We study the problem of inverse scattering, where, the elec-
trical properties of an object are inferred based on measure-
ments of the electromagnetic fields scattered by the object.
We incorporate deep neural networks into existing physics-
based algorithms in order to achieve state of the art results.
In particular, we extend the subspace optimization method
and demonstrate the recovery of very high permittivity ob-
jects, and show how multi-frequency data can be leveraged
for high resolution reconstructions beyond what is currently
possible.

1. Introduction

In applications such as microwave breast cancer imaging
or burried object detection, one is faced with the problem
of determining the electrical properties of a remote system
[1]. Typically, the object is illuminated with known elec-
tromagnetic fields and the scattered fields are collected at
various points in space as permissible in the experimental
setup. This leads to an inverse problem formulation be-
tween the known scattered fields and the unknown object
permittivity.

The relationship between the object permittivity and the
scattered fields is nonlinear; as a result, a non-convex opti-
mization problem needs to be solved in order to determine
the object permittivity. In addition, the problem is ill-posed
and thus the solution strategy relies crucial on suitable a
priori information which help regularize the problem.

For ‘weak’ scatterers (characterized by low values of
permittivity), linear approximations give acceptable solu-
tions [2]; however the more interesting proble arises when
the permittivity is high (and thus mimicing realistic sce-
narios). Several solution strategies for these problems have
been proposed in the past, for instance: [3, 4, 5, 6]. To over-
come the ill-posedness of the problem, the above strategies
have been ably assisted by various innovations in signal
processing such as wavelet theory [7], compressive sens-
ing approaches [8], and other related methods [9, 10]. Yet
another approach has been to expand the scope of measure-
ments to multiple frequencies and use lower frequency re-
constructions (where the nonlinearity is less of an issue)
as a priori information for the higher frequency reconstruc-
tions [11, 12].

2. Our Approach
In recent work [13] we have, through the use of deep learn-
ing techniques, proposed a framework for extended the
range of existing inverse scattering algorithms such as the
subspace optimization method (SOM) [9]. We recognized
that the issue of nonlinearity becomes critical as the object
permittivity increases, and thus the chances of an optimiza-
tion problem settling into a local minima away from the true
solution increases.

To overcome this, we start with a standard database of
images [14], and suitably adapt it to a scattering problem,
thereby generating a database of scattering objects and scat-
tered fields. From this, we learn the relationship between
the scattered field data and the null space of the scattering
operator using a convolutional neural network. Now, we
use any existing inverse scattering algorithm, but initialize
it with the estimate provided by our custom neural network
(NN). This strategy starts the optimization problem in the
correct ‘valley’, thereby avoiding the issue of false minima.
The NN takes negligible time to run, and fits in seamlessly
into existing algorithms, thereby enhancing the range of ob-
ject permittivities that can be retrieved . The results of the
proposed method can be seen in Fig. 1, where a good recov-
ery of the test object is observed. We have further validated
the algorithm against experimental data.

(a) True (b) Reconstruction

Figure 1: a) Generic Austria profile with contrast = 1 (b)
Reconstruction for contrast = 3 using the proposed scheme.
The colour bar represents the contrast values. Conventional
methods fail for contrasts higher than 1.5.

We further extend this method to incorporate multi-
frequency data. We observe two interesting consequences
of doing so: in one case, the conventional frequency hoping
approach [12] can be replaced by a deep learning enabled
single frequency reconstruction; in another case, the range



of the multi-frequency approach can be extended by aug-
menting it with the deep learning approach.

3. Conclusion
We have shown an innovative extension of existing inverse
scattering algorithms by augmenting them with ideas from
deep learning. Apart from being able to recover strong scat-
terers, extensions to multi-frequency studies show that it is
possible to reduce the experimental data collection time by
collecting data at a single frequency and processing it via
our proposed approach. These ideas hold a lot of promise
for applications such as microwave breast cancer detection.
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Abstract 
We explore current-driven plasmon dynamics including 
perfect transparency and light amplification in monolayer 
graphene metasurfaces. Current-induced complete 
suppression of the graphene absorption is experimentally 
observed in a broad frequency range followed by a giant 
amplification (up to ∼ 9 % gain) of an incoming terahertz 
radiation at room temperature. 

1. Introduction 
The generation and amplification of electromagnetic waves 
by plasmonic instabilities in conventional two-dimensional 
(2D) electron systems (2DESs) have been actively 
investigated since 1980 [1]. However, after about forty 
years, we are still a long way from the realization of 
efficient emitters and amplifiers based on those plasmonic 
instability-driven mechanisms. The intensity of radiation 
reported experimentally so far is weak, the plasmon 
resonances too broad and not tunable enough to be 
promising for device applications [2]. The rise of graphene 
and its extremely strong light-plasmon coupling and 
superior carrier transport properties [3] make this work 
worth to be revisited. We investigate dc current driven 
plasmonic instabilities in high mobility graphene meta-
materials that combine the advantage of an efficient tunable 
absorber, emitter and amplifier at room temperature (RT). 

2. Device structure and physics 
Plasmon modes in our devices are excited in monolayer 
graphene on hexagonal boron nitride (hBN) with a periodic 
dual-grating gate structure [4] positioned above the 
graphene sheets. The grating gate modulates the incoming 
electromagnetic wave and defines the plasmonic wave 
vectors. The samples are fabricated as field effect transistors 
(Fig. 1) with structures featuring an interdigitated 
asymmetric-dual-grating-gate (ADGG) [5]. The plasmonic 
cavities are formed below the gates electrodes and designed 
with symmetric or asymmetric boundaries and electron 
mobilities around 50.000 cm2/Vs at RT. 
ADGG-bias-dependent electron density modulation causes 
spatial complementary modulation of the plasmon and drift 

velocities. This may cause Doppler-shift (DS) type, transit-
time-modulation (TTM) type, Cherenkov (CK) type, and/or 
plasmonic boom (PB) type instabilities under asymmetric 
cavity boundaries [6][8]. When the instability-driven gain 
surpasses the Drude loss, the system yields the net gain, 
resulting in plasmon self oscillation at the resonant 
frequencies. The ADGG works as a broadband antenna that 
can convert the non-radiative plasma oscillations to 
radiative THz waves. This, in turn, enables spontaneous 
THz emission of radiation as well as coherent light 
amplification to the incident THz waves. 

(a) 

    
 (b) (c) 

Figure 1: hBN/graphene/hBN FET with a DGG. (a) 
Bird’s view schematic, (b) top view of an ADGG type 
sample, and (c) top view of a SDGG type sample. 

3. Experimental results and discussion 
We examined three samples: two ADGG type (ADGG1 
(Fig. 1(b)) and ADGG2) and one symmetric DGG type 
(SDGG) alignment (Fig. 1(c)). With the applied gate 
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Figure 2: Measured extinction spectra at Vd = 0 V to the 
radiations with polarization parallel to the SDGG (a), 
perpendicular to the SDGG (b), ADGG-C1 (c), and 
ADGG-C2 (d).  

 
voltages Vg1 and Vg2 each device supports the formation of 
two different plasmonic cavities (types C1 and C2) below 
the fingers of Gate 1 and Gate 2 in the DGG device 
structure (top part of Fig. 1). Terahertz (THz) time-domain 
spectroscopy (THz-TDS) was employed to measure the 
changes in the THz pulses transmitted through the graphene 
plasmonic cavities of type C1 (C2) when sweeping Vg1 
(Vg2) and keeping the voltage on the other gate electrode 
constant at the charge neutral point (CNP) Vg2 = VCNP2 (Vg1 
= VCNP1). The source-to-drain voltage (Vd) dependent 
measurements were also conducted at a constant Vg. The 
transmission coefficient at a given Vg and Vd is referred to 
as T while TCNP is the transmission coefficient at Vg = VCNP. 
The measured extinction spectra (1−T/TCNP) at Vd = 0 V 
exhibited similar tendencies of polarization-sensitive 
resonant absorptions among the three samples (Fig. 2). 
 

 

 (a) (b) 

Figure 3: Drain bias dependent extinction spectra of the 
graphene metamaterial.  (a) Spectra measured in cavities 
C2 of device ADGG1 for fixed Vg2 − VCNP2 = 3 V and 
Vg1 = VCNP1 when varying Vd. (b) Drain bias dependent 
resonance frequencies, gain and phase spectra. Scaling 
laws of the measured graphene plasmon resonance 
frequency in the three devices as a function of 
characteristic field intensity qVd and fits to data shown 
as solid lines, where q is the plasmon wave vector, q = 
2π/Lg, and Lg is the gate length of one finger of the GG. 

 
When Vd increases, the absorption peaks weakened with red 
shifting, only ADGG samples approaching perfect 
transparency over the measured entire frequency range (at 

Vd = 370 mV for C2 of ADGG1). Further increase in Vd for 
only ADGG samples gives rise to negative absorption peak, 
i.e. resonant amplification, appears in the extinction spectra 
with a noticeable blue shift, reaching the maximal gain 
(9%), which is far beyond the interband-transition-limited 
quantum efficiency (2.3%) (Fig. 3(a)). The measured 
frequency dependence of the extinction peaks perfectly 
traces the theory with sharp gain thresholds [7] (Fig. 3(b)). 
Considering the extracted plasmon and drift velocity 
relations, a mixture of DS and TTM instabilities may cause 
such phenomena. 

4. Conclusions 
We explored current-driven plasmon dynamics in 
monolayer graphene active metamaterials. Frequency 
tunable THz light amplification up to 9% gain at RT by 
current-driven plasmon instabilities produced in an ADGG-
GFET structure has been successfully demonstrated. 
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Abstract 

Backward optical parametric oscillators operating in the 
terahertz (THz)-frequency region have been developed with 
a mirrorless structure and a tunable wavelength. The robust 
and small (palmtop-sized) THz-wave source will facilitate 
the use of THz-frequency waves in many applications 
proposed in various fields. 
 

1. Introduction 

The backward optical parametric oscillator (OPO) is a 
promising light-source device offering many practical 
applications. A theory of the backward OPO was proposed 
as early as 1966 [1]. The wavelength conversion under a 
particular condition generates counter-propagating waves 
inside a nonlinear crystal, enabling a self-feedback effect 
without a cavity. In addition, the simple scheme of the 
backward OPO offers the benefits of compactness, stability, 
and light weight.  
In particular, the backward OPO in the terahertz (THz) 
frequency region is attracting more attention because the 
development of a THz-wave source for general use has been 
long expected owing to its many proposed applications in 
nondestructive inspections. In addition, a wide tunability is 
necessary in such devices because of the THz finger-print 
spectra embedded in the THz-wave frequency region. 
However, the development of such a source is difficult due 
to the momentum mismatch between the propagating waves 
and the counter-propagating wave. 
On the other hand, a quasi-phase-matching (QPM) device has 
the potential to generate backward THz-wave oscillation, and 
the momentum mismatch can be compensated by its use. A 
theoretical investigation conducted to realize a backward 
THz-wave parametric oscillation (TPO) was reported in a 
study [2]. The scheme of the optical configuration in the 
literature was based on a conventional optical condition, 
which is simplified to be a collinear phase matching when a 
pump beam irradiates normal to the grating period. 
Eventually, it could not be realized because an understanding 
of the detailed mechanism of backward OPO was necessary. 
However, the generation of backward THz-waves (excluding 
oscillation) using broadband femto-second lasers or dual-
wavelength pump sources has been reported [3–6]. To 

generate backward TPO, the basis of stimulated polariton 
scattering in the lithium niobate nonlinear crystal must be 
understood clearly. Recently, the understanding has been 
gradually widened by the research on the high conversion 
efficiency between near-infrared light and THz-wave using 
MgO-doped lithium niobate, by following the reduction of a 
stimulated Brillouin scattering effect in the crystal [7–13]. 
Therefore, we can now investigate the actual potential of 
lithium niobate to generate THz waves. 
In this study, we present a novel phenomenon of backward 
THz-wave oscillation and a new phase-matching condition 
using a slant-stripe-type periodically poled lithium niobate 
(PPLN) [14]. A wide tunability and narrow linewidth were 
achieved without any cavity. This backward TPO is expected 
to expand the practical applications of THz-wave. 
 

2. Experimental setup and results 

Figure 1 shows a mirrorless TPO based on backward 
oscillation. The system was consisted of a PPLN crystal and 
an off-axis parabolic mirror with a hole. The dimension of 
the PPLN crystal was 50 mm (L) × 1 mm (W) and, the 
dimension of the module was 80 mm (L) × 30 mm (W) × 30 
mm (H)with weight of approximately 110 g, which provides 
a universal source for THz remote sensing.  
 To excite the oscillator, a single-longitudinal mode 
microchip Nd:YAG master oscillator power amplifier system 
was used in this experiment. The pump energy, pulse width, 
and spectrum linewidth were 8.9 mJ, 670 ps, and 0.01 nm, 
respectively. The polarization was aligned along the z-axis of 
the LN crystal such that the nonlinear coefficient d33 could 

Fig. 1. (Left side) Photo of the backward THz-wave parametric oscillator. 
(Right side) Schematic illustration of the backward THz-wave parametric 
oscillation using a slanted stripe-type PPLN. The yellow, orange, and red 

arrows show propagating direction of the pump, idler, and THz-wave, 
respectively. 
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be used. The pump beam passed the parabolic mirror through 
a hole and the beam was irradiated to the PPLN. Backward 
THz-wave and a forward idler wave were generated inside 
the crystal. The counter-propagating THz-wave provided 
strong feedback effect to pump beam. The THz-wave was 
separated from the pump beam by the off-axis parabolic 
mirror, and subsequently measured by a pyro-electric 
detector.  
In experiments, a PPLN crystal with poling period of 53 µm 
and angle of 23˚ was used. An output THz-wave frequency 
of 300 GHz was obtained with a pump intensity higher than 
1.6 GW/cm2. The frequency was measured by etalon 
scanning comprised of Si plates. To note, frequency 
difference between pump and idler wavelength was 300 GHz 
(measured by an optical spectrum analyzer). Frequency 
bandwidth of pump was approximately 3 GHz, therefore the 
THz-wave was generated by backward TPO process. 
 

3. Conclusions 

We presented a small (palmtop-sized) backward TPO. The 
TPO has wide tunability and a narrow oscillation linewidth. 
The frequency tuning method is implemented only by 
rotating the crystal, which provides fast and random access 
to desired frequency Mirrorless TPO has potential for many 
proposed applications of nondestructive inspection, from 
fundamental science to applications in industrial fields. The 
compact device can be installed on a rover or a drone in the 
future. 
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Abstract 
Miniaturization of transmission lines is a subject of major 
interest in the microelectronics community. This work 
presents, for the first time, an innovative miniaturization 
technique based on the use of folded Slow-wave CoPlanar 
Waveguides. The proposed miniaturization technique 
enables a length reduction of more than 80% as compared to 
a classical µ-strip line. On-wafer measurements are provided 
with a demonstrator integrated on a 55-nm BiCMOS 
technology. 

1. Introduction 
In the past years, miniaturization has played a major role in 
the development of the microelectronics industry. This 
reduction in size has increased the maximum frequency of 
transistors, reduced the minimal feature size, decreased the 
area overhead and thus, reduced the fabrication cost per 
transistor. For instance, the cutting-edge technology node in 
the ‘80s was around 1 µm while nowadays it is around 10 
nm. However, the miniaturization that active devices have 
benefited has not been reproduced in the same scale for the 
passive circuitry since its size is mainly frequency dependent. 
In this scenario, several authors have addressed the issue of 
miniaturization of passive devices. An early proposal in this 
field was given in [1] where the authors present the slow-
wave concept. The authors in this work proposed to lower the 
propagation velocity of a wave in a given medium (i.e. 
substrate) in order to increase the phase constant of the 
propagated wave and thus, obtain a greater phase shift for a 
given length. This principle was later extended to the so-
called Slow-wave CoPlanar Waveguides (S-CPW) structures 
in [2]. In this work, the authors modified the classical 
CoPlanar Waveguide (CPW) structure by adding floating 
fingers below the signal and ground strips to artificially 
increase the effective dielectric constant seen by the 
propagated wave. Deeper comprehension of the physics 
behind the S-CPWs was brought by authors in [3]. In this 
paper, a first proposal of an equivalent electrical model was 
given. This first model was subsequently implemented in [4]. 
The works presented in [3,4] show that S-CPWs not only 
help in the miniaturization process but might allow the 

designer to achieve a larger range of characteristic 
impedances and a greater quality factor as compared to 
classical µ-strip lines. 
In this work, a new implementation of S-CPW is proposed, 
with a folded S-CPW. The folding permits to dramatically 
reduce the physical length for a given electrical length, for 
two reasons, (i) folding that divides by two the length, and 
(ii) use of different characteristic impedances to achieve 
stepped-impedance resonator, as firstly proposed in [5], and 
couplings in the folded region. 
This paper is organized as follows: in section 2, the proposed 
folded S-CPW architecture is presented. Section 3 provides 
with the on-wafer measurements. Finally, in section 4 the 
main conclusions of this work are discussed. 

2. Proposed architecture 
Classical µ-strip structures integrated in CMOS Back-End-
Of-Lines (BEOL) tend to use the top metal for the signal strip 
and the lower metal for the ground plane. This approach is 
taken in order to be able to use wider signal strips for a given 
impedance and minimize metallic losses, since rising the 
ground plane increases the linear capacitance and thus a 
narrower signal line is needed to achieve the same 
characteristic impedance. However, the fingers in a S-CPW 
tend to be close to the signal and ground strips in order to 
boost the slow-wave effect while the linear inductance is 
almost that of a CPW. 
 

 
Fig. 1 Proposed folded S-CPW architecture. 

In this work, it is proposed to use the lower metal layers of a 
classical S-CPW in order to achieve a greater integration 
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architecture. This structure consists in two stacked S-CPWs 
connected through vias at far end. This provides with a 
device with an input and output in the same z-plane. The 
parameters that allow to size this structure as depicted in Fig. 
1 are: 𝐺  that correspond to the distance between ground 
(GND) and signal strips (S), 𝑊# and 𝑊$ that correspond to the 
signal and ground strips’ width, respectively. SS and SL 
represent the separation between fingers and their width, 
respectively. Finally, ℎ& , ℎ'  and ℎ(  correspond to the 
distance between the strips and the fingers around them. 
These architecture parameters provide the designer with a 
structure featuring several degrees of freedom. This allows 
the tuning of the characteristic impedance and propagation 
velocity as two independent variables. 

3. Results 
As a case of study, the Device Under Test (DUT) was placed 
as an open-circuit stub between two 50-Ω ports. Stubs are a 
widely used component at RF and mm-wave frequencies to 
perform impedance matching, filtering and for biasing 
purposes. However, at the low-end of the mm-wave 
spectrum, designers tend to use lumped components (i.e. 
inductors and capacitors) in order to perform the desired 
function since the required size for the stub is much greater 
than the size of the lumped devices. 
The proposed folded S-CPW architecture, which solves the 
size issue, was implemented in STM 55-nm BiCMOS 
technology with a total length (feeding µ-strip lines and 
folded S-CPW) of 240 µm. This technology features 8 metal 
layers. The two top metals were stacked and used for the 
signal and ground strips of the top S-CPW. Metals 4 and 3 
were stacked and used for the signal and ground strips of the 
lower S-CPW. The fingers were placed on metal 5 and 2, 
respectively. Regarding the lateral dimensions, the signal and 
ground strips𝑊#  and 𝑊$  are equal to 12 µm. They are 
separated by a gap G of 50 µm. Finally, the fingers width SL 
and spacing SS were set to 1 µm for both finger layers. 
The presented folded S-CPW was measured using an Anritsu 
VectorStar® ME7838A4 VNA from 70 kHz up to 145 GHz. 
The non-de-embedded measurement results are depicted in 
Fig. 2. The magnitude of the reflection and transmission 
coefficients (i.e. |S11| and |S21|) are depicted versus frequency. 
 

 

Fig. 2 Measured S-Parameters magnitude. 

These measurements show that a first resonance appears at 
29 GHz. In the configuration of an open-circuit stub, this 
means that, at this frequency, the DUT is equivalent to a stub 
with an electrical length of 90°. At this frequency, the DUT 
shows an attenuation of 20 dB and a return loss of 0.9 dB. It 
is easy to demonstrate that the folded S-CPW behaves as a 
transmission line with an effective dielectric constant equal 
to 109 using the following expression: 

𝜆
4+ =

1
4 ·

𝑐0
𝑓 · 2𝜀4566

																												(1) 

where 𝜆 represents the guided wavelength, 𝑐0  the speed of 
light in vacuum, 𝑓  the working frequency and 𝜀4,566  the 
effective dielectric constant, respectively. 
Let us consider an equivalent structure built using a classical 
µ-strip line. In this scenario, considering the same technology, 
the relative effective dielectric constant of the µ-strip line 
would be around 4. With this kind of structure, and using the 
expression given by (1), a µ-strip line measuring 1.25 mm 
would be needed in order to perform the same function as the 
folded S-CPW. Therefore, a reduction of more than 80% in 
length of the structure is demonstrated through the use of 
folded S-CPWs as compared to a classical µ-strip line. 

4. Conclusions 
In this paper, the concept of folded S-CPWs has been 
presented for the first time. The proposed architecture takes 
advantage of the unused lower metal layers under a classical 
S-CPW to enhance the miniaturization effect. On-wafer 
measurements up to 145 GHz have been provided and a 
length miniaturization greater than 80% has been 
demonstrated as compared to a classical µ-strip line. Further 
details will be given during the conference, along with an 
electrical model of the folded S-CPW, to be used by circuits 
designers. 
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Fig. 1 (a) Experimental setup of THz pump-probe system to measure nonlinear absorption of graphene. 
(b) Experimental refractive index of Tsurupica polymer. (d) Simulated relative intensity of the LG modes as a 
function of the frequency of the THz output (v0 = 0.6 THz). 
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Abstract 
We report on the development of a monocycle THz vortex 
source by utilizing a polymeric Tsurupica vortex phase 
plate in combination with tilted-pulse-front optical 
rectification in LiNbO3 crystal. The system produces a 0.6 
THz optical vortex pulse with an energy of 2.3 µJ. We also 
investigate unique nonlinear transmission behaviours of a 
bilayer graphene by utilizing our THz vortex source. 

1. Introduction 
Optical vortices[1], having an annular intensity profile, a 
spiral wavefront and orbital angular momentum 
characterized by a topological charge ℓ, and they provide us 
a variety of potential research opportunities, such as ultra-
high speed optical communication, advanced optical 
manipulation, and chiral materials fabrication [2], [3]. In 
particular, they enable us to develop super-resolution 
microscopes (with a spatial resolution beyond the 
diffraction-limit) based on fluorescence depletion via 
simulated emission[4]. 
An optical vortex beam in a terahertz (THz) frequency 
region, including eigen frequencies of the molecular (or 
cluster-cluster) interactions, will have the potential to 
develop THz imaging systems with a micrometer-scale 

spatial resolution beyond the diffraction-limit by applying it 
to materials with nonlinearities such as graphene. To date, 
we reported the generation of 2, 4 THz vortex beam at 
topological charge of ℓ = ± l, 2 by a Tsurupica vortex phase 
plate (Tsurupica-VPP)[5]. 
In this presentation, we demonstrate monocycle THz vortex 
pulse generation by utilizing a Tsurupica-VPP. Furthermore, 
unique nonlinear transmission behaviors in bilayer graphene 
were investigated by utilizing our THz vortex source [6]. 

2. Experiments and discussion 
The schematic diagram of the experimental setup is shown 
in Fig.1. A broadband THz source based on optical 
rectification in a MgO-doped prism-cut stoichiometric 
LiNbO3 crystal pumped by a femtosecond Ti; sapphire laser 
(pulse width: 100fs, pulse repetition frequency: 1kHz, 
average power: 4W, wavelength: 800nm) was used, and its 
maximum average power was measured to be 3.3mW by a 
room temperature pyroelectric detector (Gentec THZ5B-
MT-USB). The THz output also exhibited a near Gaussian 
spatial form and a center frequency of 0.6 THz with a 
bandwidth (FWHM) of 0.7 THz. A Tsurupica-VPP was 
designed for a 0.6 THz vortex output with a topological 
charge of ℓ =1; it had dimensions of φ50.4 mm (aperture) 
and 2 mm (thickness) azimuthally divided into 18 segments 
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with a total step height of ~980 µm. The Tsurupica polymer 
has a good advantage in the THz region such as high 
transmission (absorption coefficient ~ 0.4 cm-1) and 
extremely low frequency dispersion (dn/dv = − 5.1 × 
10−4/THz) at a frequency range of 0.1 – 6 THz (Fig. 1 (b)). 
Therefore, Tsurupica-VPP has essentially the potential to 
convert the THz output with a relatively broad spectrum 
bandwidth, i.e., a bandwidth of at least 50% center 
frequency (Fig. 1 (c)).  

The THz output shows a 1.7-mm annular spatial form 
with a <450 µm slightly off-center dark core arising from a 
phase singularity in the near field, as shown in Fig. 2(a). The 
simulated THz vortex exhibited an annular intensity 
distribution and an expected value of the topological charge 
of 1.15. The astigmatic aberration of the tilted lens also 
broke the cylindrical symmetry, thereby converting the 
focused vortex output into a twin mode such as Hermite-
Gaussian HG01 mode as shown in Fig. 2(b).  

The unsaturated absorption measurement of a bilayer 
graphene deposited on a quartz plate with saturation 
intensity of ~76 MW/cm2 at a frequency of 0.6 THz (Fig. 
3(a)) was performed by utilizing vortex pump and Gaussian 
probe beams. The transmitted probe output through the 
bilayer graphene exhibits a small dip owing to the phase 
singularity of the THz vortex pump beam, indicating that the 
unsaturated absorption of 0.62 was measured at a spatial 
resolution of 0.38 mm beyond the diffraction limit (1/8) as 
shown in Fig. 3(b). The experimental two-dimensional 
mapping of the modulated spatial form with the vortex pump 
beam exhibits a slightly off-axial dip around the core of the 
vortex pump beam (Fig. 3(c)). 

3. Conclusions 
We have successfully demonstrated a highly intense 0.6 
THz vortex generation by using a Tsurupica-VPP. The 
maximum average output power of the THz vortex was 
measured to be 2.3 mW, corresponding to peak power of 
2.3MW. Also, we have successfully measured unsaturated 
absorption of a bilayer graphene by employing the vortex 
pump and Gaussian probe beams, evidencing that the THz 
vortex output enables us to develop a super resolution THz 
imaging system with a spatial resolution beyond the 
diffraction-limit. 
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Abstract

We present an overview of our past and current work on
developing a novel microwave tomography (MWT) system
for medical imaging. This involves innovative solutions to
the design and fabrication of the prototype, the implemen-
tation of imaging algorithms, as well as the development
of suitable numerical and experimental testbeds to evaluate
the imaging prototype and algorithms.

1. Introduction
Motivated by continuously increasing hardware and com-
puting capabilities, reduction in cost, and smaller form fac-
tors, the application of microwave technologies for medical
imaging and diagnostics is gaining renewed interest within
the electromagnetic (EM) engineering community [1]. As
a result, researchers worldwide are developing a new gen-
eration of safe, low-cost, portable, and accurate microwave
sensing and imaging systems which could tackle various
current challenges in medical diagnostics.

In quantitative microwave medical imaging, the dielec-
tric properties of human tissues are estimated within the
body region of interest using a tomography setup and in-
verse EM scattering algorithms [2]. A pathological con-
dition can be detected if the dielectric contrast between
healthy and disease-affected tissues is non-negligible. To
ensure clinically acceptable performance, microwave to-
mography (MWT) systems must feature a reliable ex-
perimental setup [3] and robust reconstruction techniques
which can safeguard against measurement errors and un-
certainties [4]. To optimise performance, EM inverse scat-
tering algorithms must be tuned specifically for a given pro-
totype and imaging application [5]. Consequently, it is im-
perative that microwave imaging prototypes and algorithms
are co-developed and optimised in a synergistic manner.

This paper and invited presentation will present an
overview of our past and current work towards developing a
robust, efficient, and accurate microwave tomography pro-
totype for medical imaging. The remainder of this paper
provides a brief summary of different research issues ad-
dressed towards the development of this prototype.

2. MWT prototype design
Details on the initial design of our wideband MWT system
for medical imaging have been presented in [3]. The proto-

type uses printed monopole antennas which can operate in
the 1.0-3.0 GHz range when fully immersed in liquids com-
monly used in MWT, such as a 90% glycerine-water mix-
ture. Operation in lower frequencies can be easily achieved
by scaling the antenna’s dimensions.

A photo of the prototype is presented in Figure 1. The
setup consists of two concentric cylindrical tanks with 100
and 200 mm diameters. The outer cylinder is surrounded
with an absorber and is covered with a metallic shield. An
eight-antenna circular ring transmits and records data in-
side the outer acrylic tank, which is filled with the 90%
glycerine-water mixture. The system uses a multiport PXI
VNA technology by Keysight to record the signals received
by all eight antennas when one of them transmits, and this
process is repeated sequentially for all eight antennas as
transmitters. Vertical and horizontal mounts allow us to
control the antenna positions and vary their height as well
as the array diameter.

(a) (b)

Figure 1: Photos of the MWT prototype: (a) side, and (b)
top view.

3. Testbeds for evaluation
To evaluate the experimental prototype, we conducted
measurements first with a target of 16 mm diameter
placed inside the inner tank, which was filled with water.
The ”background-only” case of no water target was also
recorded. The setup and experiments have also been sim-
ulated using commercial EM solvers(CST Microwave Stu-
dio) [3]. This allows us to benchmark performance in var-
ious imaging scenarios, such as cases of multiple targets.
More importantly, the CST simulation models also allow



us to optimise the system design, for example by minimis-
ing the impact of multipath signals with respect to antenna
locations or the choice of the immersion liquid [3]. An ex-
ample of these CST models is shown in Figure 2(a), and the
experimental setup for imaging multiple targets is shown in
Figure 2(b).

In addition to assessing performance by imaging cylin-
drical or spherical targets in homogeneous backgrounds,
we have constructed phantoms to approximate simplified
brain models and blood targets. A picture of an ellip-
soidal phantom for this purpose is shown in Figure 2(b).
To confirm that the dielectric properties of these phantoms
resemble literature values for brain tissue and blood, we
have conducted dielectric spectroscopy measurements us-
ing Keysight’s dielectric probe kit and slim form probes.
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Figure 2: Examples of different testbeds for evaluating our
MWT system: (a) a CST model of two cylindrical targets
filled with water, and (b) its experimental realization; (c) an
ellipsoid with an inclusion mimicking average brain tissue
and a blood target, respectively.

4. Imaging algorithm and results
Our DBIM-TwIST imaging algorithm [5] is based on the
distorted Born iterative method (DBIM), which solves the
nonlinear scattering problem iteratively by applying a Born
approximation at each iteration. The linear problem at each
DBIM iteration is solved by our own optimised implemen-
tation of the two-step iterative shrinkage thresholding al-
gorithm. The algorithm’s forward solver uses the finite-
difference time-domain (FDTD) method, which is applied
to a simplified two-dimensional (2-D) model of the tank
with line sources at the same locations as the monopoles.
To calibrate data from our forward model with CST or ex-
perimental data, we apply a standard calibration procedure
using the “empty tank” datasets [4]. Examples of recon-

structions using our setups and testbeds are provided in Fig-
ure 3.
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Figure 3: Example of reconstructions using the DBIM-
TwIST algorithm. The left image corresponds to the esti-
mated dielectric constant for the simulation setup of Figure
2(a), while the right image represents the dielectric con-
stant reconstruction for the experimental phantom (rotated)
shown in Figure 2(c).
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Abstract 
Fiber Bragg gratings can be used to directly manipulate 
optical pulses in optical fiber. We will review our past and 
recent research on the design and fabrication of fiber Bragg 
gratin devices used for optical pulse manipulations with 
various functionalities.   

1. Introduction 
Fiber Bragg gratings (FBGs) have attracted considerable 
research interests and also found many applications in the 
areas of optical communications and optical sensing. They 
are typically periodical or quasi-periodical refractive index 
structures, which can be permanently inscribed in optical 
fibers with laser inscription techniques. Due to the their 
natural compatibility, FBGs can directly process optical 
signals in optical fiber without the need for coupling/re-
coupling alignments  thus provide a low-loss, stable, cost-
effective and ultra-fast solution for optical pulse 
manipulations. 
In this paper, we review our past and recent research work 
on fiber grating based optical signal manipulation 
techniques. We will discuss their various processing 
functionalities including optical differentiators, optical 
pulse shapers and modulation format converters etc[1-5]. 
 

2. Device examples 
Generation and control of ultrahigh-repetition-rate 
optical pulse bursts have become increasingly important 
in many areas including ultrahigh-speed optical 
communication, photonic signal processing and optical 
computing. Figure 1 shows an example of the design of 
phase-modulated FBG (PM-FBG) operating in 
transmission to generate ultrahigh-repetition-rate optical 
pulse bursts from a single pulse. We employ a two-step 
nonlinear optimization method we previously proposed 
to design such PM-FBG [3]. The coupling coefficient 
amplitude is defined as a raised cosine function with roll-
off factor of 0.05, where the maximum amplitude is 

. The error feedback to the numerical 
optimization is calculated in a defined band of interest of 
4 nm around the central wavelength. The grating profile 

of the designed PM-FBG is presented in Fig.1a. The 
objective and numerical spectrum responses are shown in 
Fig.1b. Fig.1c shows the obtained pulse burst results 
when a single Gaussian pulse launched to the gratings, in 
which we can clearly see that 4 pulses are burst. 

 
Figure 1: PM-FBG designed for generating ultrahigh-
repetition-rate optical pulse bursts. 
 

The proposed technique brings potential technological 
feasibility advantages since the coupling strengths of 
such gratings remain uniform along most of the grating 
lengths. Also, since these PM-FBGs work in 
transmission, the use of a coupler or circulator is not 

1400m-

(a) 

(b) 

(c) 
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required, which can offer the optimum energy efficiency 
and reduce the cost and complexity of the system.  

3. Conclusions 
In conclusions, fiber Bragg gratings are versatile passive 
devices and have very flexible design capability. They can 
be designed to manipulate optical signals directly in optical 
fiber with ultra fast speed, therefore have great potential in 
future high-speed optical communication systems. 
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Abstract 

In this paper the outline of using of low-cost additive 

manufacturing FDM/FFF technology to build waveguide 

devices is presented. The focus is set in a full design from 

specifications to final measurements in a microwave 

teaching laboratory. Final results obtained asses that this 

experience is an extraordinary opportunity for students to get 

involved in waveguide technology. In addition, the use of 3D 

design software enriches the curricula of electronic 

engineering students. 

1. Introduction 

Waveguide technology is still nowadays a very important 

technology in microwave and millimetre-wave applications. 

The main advantages of metallic waveguides over other 

transmission media are, among others, its low-loss and 

power-handling capabilities. The fabrication of conventional 

metallic waveguide devices has been traditionally based in 

expensive and long time-consuming mechanical procedures 

using different aluminum alloys. The emergence of additive 

manufacturing processes is changing some paradigms in 

waveguide fabrication for certain applications [1]. In this 

paper, focus is set in educational aspects of these new 

technologies.  

 

For plastics and resins, additive manufacturing term encloses 

several technologies, from the most affordable fused filament 

fabrication -hundred dollars nowadays- to polyjet systems - 

hundred thousand dollars. Additionally, additive 

manufacturing of metallic mechanical parts is also available, 

for instance using selective laser sintering (SLM), but in this 

work has not been considered as it is not an affordable 

technology for academic porpoises. In general, additive 

manufacturing technologies grow parts from scratch adding 

layers of material one on top of the other. In this work, fused 

filament fabrication (FFF) or, as it is also known filament 

deposition modeling (FDM), is considered. Lately, this 

technology has been spread enormously and a huge 

community of developers provide software and repositories 

of parts ready to be fabricated. Some students even have a 

3D printer available at home. 

 

Waveguide fabrication has traditionally carried out in 

external facilities where the device emerges from a cube of 

aluminum. FDM technology is appropriate for plastic 

polymers whereas waveguide fabrication requires high 

conductivity materials. So, a final metal coating is necessary 

to fabricate waveguides. In this paper, the experience of 

introducing waveguide 3D printed waveguide devices in a 

teaching environment is presented. 

2. Rectangular Waveguide devices  

In order to design real prototypes with dimensions that can 

be big enough but small enough, the WR62 waveguide, for 

its dimensions, has been chosen. This waveguide is usable in 

our teaching laboratories as the frequency range of the ENA 

Vector Network Analyser available for students is 18 GHz, 

so the nominal bandwidth (12-18GHz) is completely cover 

by measurement equipment.  

 

Waveguide parts and devices can be complex and 3D 

modeling software is important. Open source software 

OpenSCAD has been used. This is a programming language 

for creating 3D mechanical parts that is available for different 

operating system. It has no interactive modeler but in case a 

more complex structures are needed FreeCAD is fully 

compatible with OpenSCAD code so both of them can be 

used for this laboratory.  Fig. 1 shows the code and rendering 

of a TRL calibration kit and a half-wavelength section of 

rectangular waveguide. 

 

When a 3D part is going to be printed using FDM, special 

care has to be taken with overhanging surfaces, mainly to 

avoid support material. In case there are surfaces or cavities 

support material is necessary unless you keep this fact 

throughout the design process. In spite of everything, some 

devices have no solution for this problem unless they are 

divided into several parts. Waveguide parts library will be 

available for downloading in parametric format so different 

waveguide sizes can be fabricated using the same code. 

 

For mechanical reasons and availability, ABS polymer 

filament is used for FDM [2-3]. Special care has to be taken 

when coating with metallic layer and it is carried out by 

instructors, not by students (Fig. 2(a)). TRL calibration is 

introduced to students and a 3D model of a short and a line is 

designed as shown in Fig. 2(b). Student are encouraged to 

develop their own code. As can be seen in Fig. 2(c) different 

irises shapes can be easily developed and printed [4]. Using 

these simple elements, a more complex iris-based h-plane 

filter can be design, simulated, build stacking waveguide 

sections and measured. 
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3. Discussion  

Additive manufacturing technology has been introduced in a 

master level subject entitled Microwave Laboratory. The 

experience has been introduced in a project-based learning 

scheme where students actively explore the issues associated 

with the final fabrication technologies and the necessary loop 

from specifications to prototype in a CAD environment. The 

academic outcomes of the project excessed original 

expectations and students get involved in the process 

intensively. The analysis of the perception of the activity 

among students is excellent, mainly because they get a 

product designed and build by themselves in contrast with the 

use of expensive prefabricated commercial available 

waveguide kits.  
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Figure 1: OpenSCAD software environment shown TRL calibration code and rendering of waveguide parts. 

 

    
(a)                                                    (b) 

Figure 2: (a) Nickel Spraying process for ABS coating with air extraction. (b) WR62 TRL calibration kit once metallized 

compared with aluminium one. (c) Different irises fabricated. (c) 1 out of 3 measurement bench available for students. 
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Abstract 
 

Future information technologies rely on ultimately fast, 

low-dissipation quantum control. The fastest and least 

dissipative way to switch spins is to trigger precessional 

dynamics as is possible by resonant light fields in the THz 

spectral range. Here, we demonstrate ballistic dynamics and 

coherent switching of spins between metastable states in 

TmFeO3, triggered by strong THz pulses enhanced in 

custom-cut metallic nanoresonators. We reveal a 

characteristic phase flip of the transient polarization rotation 

as a fingerprint of all-coherent spin switching.  

1. Introduction 
 

Landauer’s principle [1] states a lower limit for the 

energy dissipation required to process one bit of information 

as Q = kBT ln2, where T is the temperature and kB denotes 

the Boltzmann constant. At room temperature, Q ~ meV, 

which entails picosecond time scales for minimally 

dissipative switching, resonantly triggered by THz pulses. 

Optical pulses have enabled remarkable progress from 

subpicosecond laser-induced spin dynamics [2] to all-optical 

non-thermal recording [3]. Yet, THz-induced spin control is 

still in its infancy. While the energies of magnons of 

antiferromagnets lie in the meV range [4] and can be 

directly excited by the magnetic field component of intense 

THz pulses [5,6], the underlying Zeeman interaction is 

relatively weak, limiting the attainable spin deflections to a 

few mrad. A much more promising route has been opened 

up by exciting crystal-field-split electronic states which 

control the magnetic anisotropy and enable much more 

effective energy transfer from the light field to the spin 

system, while minimizing dissipation. Corresponding 

strong-field THz excitation with amplitudes of ~1 MV/cm 

has enabled large-amplitude magnon oscillations with spin 

deflections of up to 2.5°, observed directly in the time 

domain [7]. 

Here, we use custom-cut gold nanoantennas processed 

on antiferromagnetic TmFeO3 crystals to generate pulsed 

THz near-fields in excess of 20 MV/cm, inducing extremely 

strong transient spin oscillations measured by a femtosecond 

Faraday probe. The dynamics entail a characteristic phase 

flip, an asymmetric spectral splitting of the magnon 

resonance, and a long-lived offset, which we identify as 

novel hallmarks of all-coherent spin switching in accordance 

with a numerical simulation.  

2. Experimental setup 
 

In the 24 transition phase, spins in TmFeO3 undergo a 

reorientation phase transition within 80 K < T < 90 K, which 

may also be driven by strong THz excitation of the crystal 

field split states [7]. Our idea is to abruptly alter the 

anisotropy potential by strong THz pulses enhanced in the 

near-field of an antenna structure to switch spins 

ballistically. We fabricate custom-tailored gold bowtie 

antennas on a single crystal of TmFeO3 by electron-beam 

lithography (Fig. 1a). Strong, single-cycle THz pulses of up 

to 1 MV/cm of amplitude induce near-field amplitudes in 

excess of 20 MV/cm (Fig. 1b), which are spectrally shaped 

by the antenna to strongly excite the crystal-field-split states 

of TmFeO3. We time-resolve the spin dynamics by a 

femtosecond Faraday probe which propagates collinearly 

with the THz pulse and is transmitted through the antenna 

feed gap. The sample is kept in a cryostat at a temperature 

of 83 K. The THz pulse abruptly sets off coherent magnon 

oscillations. For THz far-field amplitudes of 0.4 MV/cm 

(Fig. 1c, blue circles), we observe a monochromatic 

oscillation related to the material’s quasi-ferromagnetic (q-

fm) mode [8] centered at 0.09 THz (Fig. 1d, blue circles). 

The amplitude exceeds that obtained for the unstructured 

substrate (not shown) by more than an order of magnitude, 

and we estimate a spin deflection angle of up to 24°, in the 

antenna center. Most remarkably, for a THz far-field 

amplitude exceeding 0.75 MV/cm, qualitatively novel
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Figure 1 | THz spin switching in the near field of a THz antenna. a, THz gold antenna, THz transient (red curve), and 

Faraday probe pulse (blue shade). b, Near-field profile in the feed gap of the antenna calculated by the finite-difference 

frequency-domain method. c, Transient polarization rotation after strong-field excitation for various THz amplitudes (dots), 

and theory (curves). d, Fourier transform of the data shown in c. e, Faraday rotation up to large delay times showing the 

residual dc component. f, Scaling of the dc component as a function of the THz amplitude. 
 

 

 

 

signatures emerge. At 1 MV/cm (Fig. 1c, red circles), the 

period of the first oscillation cycle is distinctly stretched 

(vertical dashed line), and a beating feature is observed at 

delay times 25 ps < t < 35 ps. These features correspond to 

a broadening of the frequency spectrum and an asymmetric 

splitting of the q-fm mode, reminiscent of the signature of 

carrier-wave Rabi flopping (Fig. 1d, red circles). Moreover, 

a long-lived offset of the polarization rotation develops 

(Fig. 1e), leading to a dc spectral component A0 THz, which 

grows more rapidly for ETHz > 0.75 MV cm-1 (Fig. 1f). 

We show that the first two features hallmark all-coherent, 

non-perturbative spin trajectories crossing the energy 

barrier between stable spin orientations, while the dc offset 

directly reads out the switched state. To this end, we 

quantitatively calculate the spin dynamics in the entire near-

field region by solving the sine-Gordon equation based on 

the local THz near-field determined by frequency-domain 

finite difference calculations (Fig. 1b). Summing up all 

microscopic contributions to the polarization rotation of the 

probe pulse, we obtain the net polarization rotation signal. 

The calculation reproduces all features of the experiment 

both in the time (Fig. 1c, solid curves) and frequency 

domain (Fig. 1d, solid curves), including the quasi-

monochromatic magnon oscillation, for 0.4 MV/cm, as well 

as the phase retardation of the first magnon oscillation 

period and the pronounced beating signature at t ≈ 25 ps, in 

the strong-field regime. Moreover, the model 

unambiguously links the asymmetric splitting of the q-fm 

resonance to THz-driven all-coherent spin switching: While 

spins further away from the strong field enhancement of the 

central antenna part essentially perform monochromatic 

oscillations, spins exposed to fields exceeding 10 MV/cm 

acquire sufficient momentum to ballistically cross the 

potential barrier to the adjacent minimum of the anisotropy 

potential. The phase accumulated in this process relative to 

spins which do not switch leads to the pronounced beating 

signature in the time domain, and the splitting of the 

resonance, which we identify as novel fingerprints of all-

coherent spin switching. Moreover, our theory directly 

relates the different slopes of A0 THz(ETHz) to spin switching, 

as an intentional tilt of 1.25° of the sample surface normal 

with respect to the near-infrared k-vector slightly modifies 

the Faraday rotations induced by spins which switch, and 

spins which remain in their original orientation [8]. 

In conclusion, we have observed all-coherent THz spin 

control and switching in an antiferromagnet in the near-field 

of a THz antenna, and identified corresponding unique 

fingerprints in the time and frequency domain. The 

extremely low dissipation of less than 1 µeV, per spin, and 

the excellent spatial definition achievable with THz antennas 

render this scheme highly scalable and thus a promising 

platform for future storage devices operating at THz rates.  
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3Université de Limoges, XLIM, UMR CNRS 7252, 123 Avenue A. Thomas, 87060 Limoges, France
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Abstract

We overview experiments associated with nonlinear beam
propagation in multimode optical fibers. We show that
complex spatio-temporal phenomena permit to control the
nonlinear beam reshaping across its spatial, temporal and
spectral dimensions.

1. Introduction
Although nonlinear optical effects in multimode optical
fibers (MMFs), such as the modal-phase matching of four-
wave mixing (FWM), have been known since a long time,
the manipulation of the temporal and spectral properties
of ultrashort pulses combined with the degrees of freedom
provided by fiber multimodality is a research field which
has only emerged over recent years.

2. Spatiotemporal beam control
In this talk, we review a set of recent experiments associ-
ated with the nonlinear propagation of multimode optical
pulses. It has been observed that the effect of periodic in-
tensity oscillations associated with self-imaging in graded-
index (GRIN) MMFs leads, via the Kerr effect, to a longitu-
dinal grating that may scatter far-detuned optical sidebands
over multiple octaves. Moreover, self-imaging also leads to
nonlinear mode coupling that, in combination with random
linear mode coupling, surprisingly favors the stable emer-
gence of low-order transverse spatial modes at the MMF
output, a process that has been named beam self-cleaning.

2.1. Multimode solitons and dispersive wave generation

Multimode solitons (MMSs) are the most natural object
within the spatiotemporal dynamics of optical pulses in
nonlinear MMFs. In the anomalous dispersion regime, any
pulse modal component sees a force of attraction towards
the center of mass of the multimode pulse, which may bind
all modes together into a single self-trapped entity: the
MMS [1].

Early experimental studies of soliton propagation in
MMFs by Grudinin et al. [2] showed that femtosecond Ra-
man solitons are produced in GRIN MMFs with a clean

beam size, close to that of the fundamental mode of the
fiber.

More recent experiments by Renninger and Wise [3]
demonstrated that, because of cross-phase modulation,
higher-order modes (HOMs) exhibit a nonlinearity-induced
blue shifting in the spectral domain, so that they slow down,
and propagate with the same group velocity along with the
fundamental mode.

Dispersive wave (DW) emission from MMSs, which
can be interpreted in analogy with Cherenkov radiation
in electrodynamics, leads to ultra-wideband series of un-
equally spaced sharp spectral peaks extending from the
visible into the mid-infrared regions [4]. The mechanism
of DW sideband series generation is the resonant phase-
matching with MMS, owing to their spatio-temporal inten-
sity oscillations, or self-imaging [5] .

2.2. Geometric Parametric Instabiilities

The periodic self-imaging of a beam in MMFs also leads to
a geometric parametric instability (GPI) [6]: a series of visi-
ble sidebands were generated with large frequency detuning
(123.5 THz) from a 1064 nm pump [7]. GPI permits to con-
vert a near-infrared multimode laser directly into the visi-
ble and mid-infrared range. Remarkably, both pump and
sideband peaks were carried by a well-defined and stable
bell-shaped spatial profile. The position of GPI sidebands
can be engineered by fiber design, e.g., varying the MMF
core size, or concatenating different fibers [8]. The side-
band widths and positions may also be slightly controlled
by the pump power level [9].

2.3. Supercontinuum Generation

By pumping GRIN fibers with sub-ns pulses in the nor-
mal dispersion regime, efficient high-brightness supercon-
tinuum generation extending into the visible spectral range
was reported [10, 11]. The generated spectra span more
than two octaves, from below 450 nm up to 2500 nm, and
exhibit a high-quality, bell-shaped beams.



2.4. Spatial beam self-cleaning

Because of random linear mode coupling, multimode op-
tical fibers spread a light pulse among its many transverse
modes, leading to a severe loss of beam quality and speck-
led output transverse patterns. Recent experiments have
demonstrated that the Kerr effect may overcome speckle
distortions, and lead to spatially clean output beams, which
are robust against fibre bending. Initial observations of
this spatial beam self-cleaning effect involved long, sub-
ns pulses [12, 13], and where later extended to the case of
femtosecond pulses, propagating in the normal dispersion
regime of a GRIN MMF [14]. The polarization dynam-
ics of Kerr beam self-cleaning was recently investigated by
Krupa et al., showing that spatial beam cleaning is accom-
panied by significant nonlinear polarization rotation of the
beam, along with an increase of the degree of linear polar-
ization [15].

3. Conclusions
Multimode nonlinear optics is a promising and flexible new
platform for developing a whole new class of optical signal
processing devices. These are very promising for the up-
scaling of the energy of coherent fiber laser sources.
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Abstract 

This paper presents a 0.5-12 GHz ultra-wide band (UWB) 

low noise amplifier (LNA) by using transformer coupled 

technique in an inverted-type amplifier in tsmc
TM

 180 nm 

CMOS. The uses of bifilar and trifilar transformers not only 

boost the trans-conductance, broaden the bandwidth but 

also save the chip area. The measured peak gain is 11.97 dB 

over a 3-dB bandwidth from 0.5 to 12 GHz with a minimum 

noise figure (NF) of 3.89 dB. The measured peak P1dB and 

IIP3 are -12 dBm and -2 dBm, respectively. The total power 

consumption is 12.74 mW.  

1. Introduction 

Ultra-wideband (UWB) communication techniques have 

been applied in short-range and high-speed wireless mobile 

systems. The frequency band of UWB system is adopted 

from 3.1-10.6 GHz which can be implemented as single-

band impulse and multi-band radio approaches. The former 

approach operates in pulse mode that occupies a full 7.5-

GHz spectrum. The required spectrum of the latter one is 

split into fourteen 528-MHz sub-bands with OFDM 

modulation from 3.1-10.6 GHz. Thus, an ultra-wide band 

LNA is asked for operating over full 7.5-GHz band with 

performance of low NF, flat gain, low power and compact 

area in multi-band UWB system. Recently, many literature 

researches regarding broadband low noise amplifiers have 

been proposed [1]-[6]. In reference [1], the authors 

presented a linearization technique in UWB common gate 

(CG) and cascode LNAs that provided linearity analysis 

using Volterra series. Since the uses of source inductive and 

drain gain peaking techniques, the chip areas for both 

linearized CG and cascode LNAs are large as 0.58 mm
2
. 

Work [2] adopted resistive feedback and current-reuse 

techniques for a compact UWB LNA. The fabriacted LNA 

only occupies a small core area of 0.031 mm
2
. Thus, this 

paper introduced a FoM that considered the chip area as a 

performance indicator. Work [3] proposed a two-stage 

inverted-type UWB LNA that used a third order -match 

input network to obtain gain and NF flatness. In reference 

[4], the authors employed dual reactive feedbacks and an LC 

ladder matching network to accommodate a wide bandwidth. 

The proposed dual reactive feedback was implemented in 

the first stage inverted-type amplifier with transformer 

feedback manner.  Work [5] proposed gm-boosted feedback 

with two different transformer feedback topologies, i.e., 

shunt-series and shunt–shunt, to tradeoff the performance of 

input matching and noise matching. Work [6] adopted 

cascaded gain cell, that constituted an inductively parallel-

peaking cascode stage with a low-Q RLC load and an 

inductively series-peaking CS stage, as a distributed 

amplifier for UWB LNA design. However, due to the 

limitations of the distributed type amplifier, this kind of 

amplifier consumes much dc power and large chip area. 

Some observations from above mentioned UWB LNA 

designs are listed as below, (1) current reused technique, 

such as inverted type amplifier, is commonly used to save dc 

power. (2) Transformer feedback topology is usually used to 

save chip area. (3) High order input matching network, such 

three-order ladder network or dual loop feedback, is used to 

flatten the frequency response of the gain, and noise figure. 

(4) gm-boosting technique is used to enhance the gain 

performance. This paper proposed a 0.5 to 12 GHz two-

stage inverter-type amplifier with bifilar and trifilar 

transformers feedback technique to comply these 

requirements.  

 

2. Circuit Design 

Fig. 1 shows the schematic diagram of the proposed LNA 

which employs a current reuse inverter-type topology to 

save dc power consumption. A gate-source transformer 

coupled technique is applied in the first stage to boost the 

trans-conductance (gm) and match the minimal NF. A 

simplified calculation treats the PMOS as a complementary 

transistor and ignores R1. The equivalent trans-conductance 

can be shown as (1), 

 
𝑖𝑜

𝑣𝑖

=
𝑔𝑚

𝑗𝜔𝐿𝑠𝑔𝑚 − 𝜔2(𝐿𝑔 + 𝐿𝑠) − 𝑀 {[𝜔2𝐶𝑔𝑠 (
𝐿𝑠

𝐿𝑔
+

𝐿𝑔

𝐿𝑠
) + 𝑗𝜔𝑔𝑚

𝐿𝑔

𝐿𝑠
]}

  (1) 

 

gm is the trans-conductance without transformer feedback. 

M is the mutual coupling of the transformer. As can be seen, 

in M > 0 case, the transformer offers a positive feedback 

which boosts the gm but reduces the bandwidth of input 

match. In M < 0 case, transformer offers a negative 

feedback which reduces the gm and enhances the bandwidth 

of input match. Therefore, this design chooses M > 0 to 

boost the gm to enhance power gain of the LNA. Meanwhile, 

the values of self-inductances of the source, gate inductors 
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(Ls, Lg) and its mutual coupling factor M need to be 

appropriately chosen. Fig. 2 shows the transformer 

characteristics of the proposed UWB LNA. The input 

matching network of the first stage is used a gate-source 

bifilar transformer to offer positive feedback which 

provides wideband input and noise matching conditions. 

The matching network of the second stage is used a trifilar 

transformer feedback topology to enhance the bandwidth 

and flatten the gain. The drain inductor can be resonated out 

the parasitic capacitance of the transistor which enhances 

the gain at high frequencies. Moreover, the drain inductor 

and gate-source transformer are combined into as a trifilar 

transformer to save the chip area. A simplified calculation 

in the same way as the first stage, and the equivalent output 

impedance can be shown as (2),  

 

𝑍𝑜𝑢𝑡 = 𝑠𝐿𝑠 [−
𝑠𝐶𝑔𝑠

𝑔𝑚

(1 +
𝑀𝑔𝑠

𝐿𝑔

+
𝑀𝑠𝑑𝐿𝑑

𝐿𝑠2
−

𝑀𝑔𝑑𝐿𝑠

𝐿𝑑𝐿𝑔

) + 1 +
𝐿𝑑

𝐿𝑠

+
𝑀𝑠𝑑𝐿𝑑

𝐿𝑠
2

+
𝑀𝑠𝑑

𝐿𝑑

]  (2) 

 

The use of trifilar transformer reduces the frequency 

dependence of the output impedance in high frequency 

regime and enhanced the bandwidth of output matching. Fig. 

3 shows the trifilar characteristics. The precisely control of 

the coupling factors M of these transformers is the key of 

this UWB LNA design. The effects of M on the gain and 

return loss are extensively investigated by the simulations 

and verified by measurements. The transistor sizes for M1 to 

M4 of the first and second stages are selected as below, 

5×19 m, 5×17 m, 5×20 m, and 2×20 m. The values of 

the shunt-shunt feedback resistors R1 and R2 are 270  and 

308 , respectively. The optimal current density for 

minimal noise figure is chosen as 0.04 mA/μm which is 

obtained by simulating NF performance versus current 

density in various transistor sizes.  
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Figure 1: The schematic diagram of the transformer 

feedback UWB LNA. 
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Figure 2: (a) The layout of the bifilar transformer, (b) 

coupling coefficient k (k = M /√LsLg), (c) self-inductance 

Lg and its Q factor, (d) self-inductance Ls and its Q factor. 
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Figure 3: (a) The layout of the trifilar, (b) self-inductance Ld 

and its Q factor, (c) self-inductance Lg and its Q factor, (d) 

self-inductance Ls and its Q factor, (e) mutual coupling 

coefficients k.  

 

3. Measurements 

Fig. 4 shows the fabricated chip of the proposed LNA. The 

LNA was measured by on-wafer probing system. The LNA 
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consumes a dc power of 12.48 mW under VDD1 = 1.63 V, 

ID1 = 3.82 mA and VDD2 = 1.8 V,  ID2 = 3.62 mA. Fig. 5 

shows the simulated and measured gains. The peak gain is 

11.97 dB and its 3-dB gain bandwidth is from 0.5 to 12.0 

GHz. Figures 6 and 7 shows the simulated and measured 

input and output return losses. As can be seen, good return 

losses below 10 dB are achieved across 0.5 to 12 GHz. Fig. 

8 shows the simulated and measured NF which lowest NF is 

3.89 dB at 9 GHz. Meanwhile, the measurements and 

simulations are in good agreements on gain, return losses 

and NF. The simulated and measured P1dB and IIP3 are 

shown in figures 9 and 10 which are better than -16 dBm 

and -6 dBm from 3 to 12 GHz, respectively.  

 

 
 

Figure 4: The photo of the fabricated chip with the area 

of 0.55×0.68 mm
2
. 

0 2 4 6 8 10 12
-10

-5

0

5

10

15

 

 

|S
2
1
| 
(d

B
)

Frequency (GHz)

 |S
21

| (Sim.)

 |S
21

| (Mea.)

 
Figure 5: The simulated and measured gains. 
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Figure 6: The simulated and measured |S11|. 
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Figure 7: The simulated and measured |S22|. 
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Figure 9: Measured and simulated P1dB. 
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Figure 10: Measured and simulated IIP3. 
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4. Discussions 

Table I benchmarks the performance of the prior state-of-

the-arts works, [1] suggested a figure-of-merit (FoM) for the 

fair comparison of the overall performance. Since this work 

uses bifilar and trifilar transformers, the realized chip size is 

reduced significantly. [2] proposed a FoM that considered 

the chip area as a performance indicator. Although the gain 

and NF of our LNA are worse than [3,5,6], the performance 

of our LNA outperforms in the bandwidth that covers the 

entire C/X frequency band with smaller chip area. 

 

Table 1 benchmark of recently published UWB LNA:   

Ref. [3] [4] [5] [6] 
This 

work 

CMOS 

process 
180 nm 180 nm 180 nm 130 nm 180 nm 

Freq. (GHz) 3-10 3.1-10.6 2.2-12.2 0.4-10.5 0.5-12.1 

Gain (dB) 13.7 14 13 20.47 11.97 

NF (dB) 2.3 4.5 1.9 3.29 3.89 

PDC (mW) 18 21 10.8 37.8 12.48 

IIP3 (dBm) -0.2 -12 2.1 -11.5 -2 

Area (mm2) 0.39 0.46 1.11 0.879 0.372 

FoM  2.697 0.984 7.534 2.489 2.54 

FoM(A)  6.6 0.135 11 0.2 4.32 

 

FoM = (|S21|× BW[GHz])/((NF-1)×PDC[mW]) 
FoM(A) = (|S21|× BW[GHz])/((NF-1)×PDC[mW]×Area[mm2]) 

5. Conclusion 

A low power wideband LNA in 180 nm CMOS technology 

has been successfully designed and measured. The 

transformer coupled technique is adopted to achieve the gm 

boosting, wide bandwidth matching, and chip size reduction.  

Its achieved ultra-wide bandwidth with good gain flatness 

will find applications in wideband wireless communications. 

 

Acknowledgements 

This work is supported by the Ministry of Science and 

Technology, Taiwan, R.O.C under Contract MOST 106-

2221-E-008-007-MY3. National Chip Implementation 

Center (CIC) of National Applied Research Laboratories, 

Taiwan, R.O.C., is also acknowledged for chip fabrication. 

References 

[1] Heng Zhang, Xiaohua Fan, and Edgar Sánchez 

Sinencio, “A low-power, linearized, ultra-wideband 

LNA design technique,” IEEE J. Solid-State Circuits., 

vol. 44, no. 2, Feb. 2009, pp. 320-330. 

[2] Po-Yu Chang and Shawn S. H. Hsu, “A compact 0.1–

14-GHz ultra-wideband low-noise amplifier in 0.13-

μm CMOS,” IEEE Trans. Microw. Theory Tech., vol. 

58, no. 10, Oct. 2010, pp. 2575 - 2581. 

[3] Yo-Sheng Lin, Chien-Chin Wang, Guan-Lin Lee, and 

Chih-Chung Chen , “High-performance wideband 

low-noise amplifier using enhanced- match input 

network,” IEEE Microw. Wireless Compon. Lett., vol. 

24, no. 3, pp. 200 – 202, Mar. 2014. 

[4] Chang-Tsung Fu, Chien-Nan Kuo and Stewart S. 

Taylor , “Low-noise amplifier design with dual 

reactive feedback for broadband simultaneous noise 

and impedance matching, ” IEEE Trans. Microw. 

Theory Tech., vol. 58, no. 4, Apr 2010, pp. 795 - 806. 

[5] Rong-Fu Ye, Tzyy-Sheng Horng, and Jian-Ming Wu, 

“Two CMOS dual-feedback common-gate low-noise 

amplifiers with wideband input and noise 

matching, ”IEEE Trans. Microw. Theory Tech., vol. 

61, no. 10, Oct. 2013, pp. 3690 - 3699. 

[6] Yo-Sheng Lin , Jin-Fa Chang, and Shey-Shi Lu, 

“Analysis and design of CMOS distributed amplifier 

using inductively peaking cascaded gain cell for UWB 

systems, ”IEEE Trans. Microw. Theory Tech., vol. 59, 

no. 10, Oct. 2011, pp. 2513- 2524. 

 

 

 

 

 

 



 AES 2019, LISBON - PORTUGAL, JULY 24 – 26, 2019 

  

Optical Imaging using Deep Neural Networks 
 

Demetri Psaltis* 

 
Ecole Polytechnique Federale de Lausanne (EPFL)  

Optics Laboratory, School of Engineering 
Lausanne, Switzerlandand 

* E-mail: demetrri.psaltis@epfl 
 
 

Abstract 
We will describe optical imaging systems that operate with the help of neural networks. One of the examples is imaging using 
multiple mode fibers where the modal scrambling due to propagation in the fiber is inverted using a network trained on a 
database of images transmitted through the fiber.  A comparison of neural networks with conventional inverse scattering 
methods will be reported.  
 

Summary 
 

Learning to execute tasks in optics by training neural networks has a long history [1]. The recent emergence of “deep learning” 
networks has resulted in new developments for how to use learning techniques in the design and operation of optical systems 
[2,3,4,5,6]. We will present our results related to this recent activity and describe how deep neural networks can be applied to 
imaging systems including systems in which multi-ode fibers are used as imaging elements.  
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Abstract 

The article deals with problems related to electromagnetic 

compatibility and the compromising emission, i.e. 

information security. The article focuses on the Ethernet 

data transfer interface using the RJ45 (Registered Jack - 

type 45) connector for which the extortion signals used in 

the emission measurements of the revealing are presented 

and the results of the emission measurements from the 

Ethernet interface are discussed. In addition, the article 

discusses the laboratory stand for measuring the 

compromising emission.  

1. Introduction 

Emission of the electromagnetic field is a phenomenon 

inherent in the flow of electric current, which in turn is the 

basis for the operation of all electronic and electric devices. 

On the basis of field changes it is possible to deduce about 

the operation of the devices being its source. What's more, 

the properties of the electromagnetic field enable its remote 

registration and analysis. The phenomenon of the formation 

of electromagnetic waves carrying information about the 

operation of electrical and electronic devices is called a 

compromising emission or electromagnetic leakage Since 

the electrical and electronic equipment has begun to be used 

to process information, often of a confidential nature, the 

existence of a disclosure issue has become particularly 

important [2]. 

Information security against electromagnetic permeability 

of devices and electromagnetic systems (IT) is of great 

importance. This problem is growing with the increasing 

use of tele information devices to process and transmit 

information that should not fall into the wrong hands. It 

results from the fact that every electronic device is a source 

of undesirable (secondary) emission of electromagnetic 

energy induced in the surrounding space and in all close 

electrical conductors and metal constructions [3]. 

When the signals of undesirable emission are correlated 

with unclassified information, they can be used to 

reconstructing that information by the intelligence services. 

The phenomenon of such an undesirable emission is called 

the revealing emission, and its use by the intelligence - 

penetration or electromagnetic infiltration. Undertakings 

aimed at hindering the recognition of systems based on the 

revealing emission are called protection of information 

against electromagnetic penetration or emission safety [4]. 

Electromagnetic emissions having the character of a 

compromising emission may arise at every stage of the 

processing of coded information in the form of electric 

currents. There is also no possibility to research both the 

source itself and the channel of information penetration. 

However, in laboratory conditions, it is possible to carry out 

such tests, in which the tested devices are introduced into 

working modes allowing to learn their infiltration 

susceptibility. This article presents an example of such 

experiments. It seems that the most suitable for illustrating 

the electromagnetic problem of information penetration are 

devices or their components that process information in a 

serial manner, and the coding rule is uncomplicated and 

widely known. 

2. Ethernet interface 

Ethernet is a technique in which standards used in the 

construction of mainly local computer networks are 

included. It includes the specification of wires and the 

signals transmitted. Ethernet also describes the frame 

format and protocols of the two lowest layers of the OSI 

Model. Its specification is given in the IEEE 802 standard. 

Ethernet was developed by Robert Metcalfe at Xerox PARC 

in the Xerox research center, and published in 1976. It is 

based on the idea of nodes connected to a common medium 

and sending and receiving special messages (frames). All 

nodes have a unique MAC address. 

Classic Ethernet networks have four common features. 

These are: time parameters, frame format, transmission 

process and basic rules for designing them. 

Ethernet is the general name for a set of technologies 

containing standards used in the construction of computer 

networks. Describes the cabling specification, methods of 

signal transmission in networks. Ethernet is currently the 

most popular standard for local area networks. Among the 

technologies included in Ethernet, we can distinguish: 

Ethernet i IEEE 802.3, Fast Ethernet, Gigabit Ethernet and 

10 Gigabit Ethernet.  

All standards are compatible, so there are no problems with 

the use of several technologies in one network. Ethernet as a 

method of access to the transmission medium uses the 

CSMA / CD method, which was developed in the seventies 

by Xerox. In February 1980, the IEEE institute took 

responsibility for transforming Ethernet into a valid network 
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standard. IEEE 802.3, like its predecessor, used the CSMA / 

CD method developed by Xerox. However, the next version 

of Ethernet was already a joint work of companies, Xerox, 

DEC and Intel. This version is already compatible with 

IEEE 802.3. The first Ethernet was based on a coaxial cable 

and operated in half duplex mode. There are 4 frame 

standards used in Ethernet transmission: 

• Ethernet version 1 - no longer used, 

• Ethernet version 2 (Ethernet II) - also called the DIX 

frame from DEC, Intel and Xerox, which developed 

this frame type together and published in 1978. It is 

currently the most widely used, 

• IEEE 802.x LLC, 

• IEEE 802.g LLC, 

In Ethernet networks, devices communicate with frames. 

The frame consists of a sequence of bits organized in fields, 

which include address fields, data field and error control 

field, whose task is to ensure the correctness of data. The 

minimum frame length is 64 bytes, while the maximum is 

1518 including the data field. Frames differ in header 

lengths, maximum frame length (MTU) and other details. 

Different types of frames can simultaneously use the same 

network. The construction of the Ethernet version 1 frame is 

shown in Fig. 1. 

 
Figure 1. Ethernet version 1 frame 

 

In Ethernet networks, devices are most often connected 

using the RJ-45 (Registered Jack - type 45) connector. This 

is the type of connector most commonly used to connect 

modems or network cards. The plug is similar to 8P8C, but 

it is equipped with an additional tab that prevents inserting 

it into the usual socket. The view of RJ45 plug is shown on 

Figure 2. Pins 4 and 5 are used. - line connection and 7 and 

8 - resistor placed in the socket, controlling the power of the 

modem. It comes in two versions: RJ 45S - single socket 

and RJ45M - up to eight sockets.  

 

Figure 2. View of the RJ45 plug 

3. The laboratory stand for compromising 

emission measurements 

In order to determine the sources of compromising emission 

from the Ethernet interface, the content of the test signal, 

intentionally generated by the interface (Ethernet cable), 

should be estimated in the signal received by the 

measurement stand as radiative or conductive emission. The 

laboratory stand for the implementation of the research to 

determine the sources of compromising emissions should 

enable the receipt of the generated test signal propagating as 

emission of radiation or conducted. This article focuses only 

on the radiated emission [2][3][4]. An exemplary system for 

testing extortion signals for compromising emissions based 

on the equipment available on the market is shown in Fig. 3. 
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Figure 3. Block diagram of the laboratory stand for testing 

compromising emission 

 

For the Ethernet interface, as a forced emission for the 

compromising emission was used the transmission of test 

binary information sequences between two PCs connected 

with an Ethernet cable using RJ45 connectors. The signal 

received by a particular antenna is transmitted through the 

antenna commutator to the FSET 22 broadband receiver. In 

the receiver, this signal is filtered and it is converted into a 

lower frequency range (to the intermediate frequency of the 

measuring receiver of 10 MHz). The signal after detection 

is fed to the VIDEO output on the receiver and then it is fed 

to the external channel input of the oscilloscope, where it is 

possible to visualize the information received in the time 

domain [2][3][4]. 

4. Measurement results 

The usual observation of the spectrum obtained during 

operation of the Ethernet interface in the mode of 

transmission of selected binary sequences does not give an 

answer as to the possibility of compromising emission. It is 

not even possible to observe the beginning and end of data 

transfer. It is not possible to observe the phenomenon 

confirming the operation of the Ethernet interface in the 

form of data transmission. 

During the emissivity tests of the Ethernet interface, only 

interface work can be identified after connecting the device 

through this interface, but there is no possibility to observe 

the beginning and end of data transmission by comparing 

the time course and its spectrum on transmission lines after 

transmission is switched on and in idle state (no data 

transmission forced to given interface). In order to show the 

above phenomenon, the results of measurements for states 

are presented below, when the data transmission on the 

interface lines is forced and when such transmission is not 

forced. 

The results of measurements in the form of frequency 

spectra for a pseudo-random binary sequence at a 

transmission speed of about 1 Gbit / s are shown in Fig. 4, 

Fig. 5, Fig. 6 and Fig. 7.  
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Figure 4. Radiated emission deriving from the Ethernet 

interface while the transmission data is OFF(green color) 

and during transmission of a binary sequence with 

transmission speed of about 1 Gbit / s (red color) in the 

frequency range 100kHz - 30MHz 
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Figure 5. Radiated emission deriving from the Ethernet 

interfa-ce while the transmission data is OFF(green color) 

and during transmission of a binary sequence with 

transmission speed of about 1 Gbit / s (red color) in the 

frequency range 30MHz – 200MHz 

 

Very often the assessment of the spectrum itself is 

insufficient due to the difficulties resulting from qualifying 

appearing signals on particular frequencies. For this reason, 

it is necessary to use other methods involving the use of 

more sophisticated measuring devices. Either way, in most 

cases the qualification of emissions takes place by visual 

method. However, it should be remembered that in doubtful 

cases or in cases where visual assessment is impossible, 

assessment methods based on digital processing of recorded 

signals are used [1]. 

Identification is a process or result of the processes of 

identifying a given object with another object. It may 

include distinguishing common features, grasping the 

similarities between the examined object and other objects 

of this class, estimating the values of observed parameters 

of a given object [1]. The use of any method of 

identification of compromising emission signals requires 

the identification of distinctive features  of reference signals 

and the determination of the degree of similarity of these 

characteristics to analogous parameters of the tested signals. 

Based on the analysis of radiated emission levels for the 

Ethernet interface, the probable receiving frequencies of the 

compromising emission signals were determined. In order 

to check whether the signals radiated in this frequency 

range actually have the character of a compromising 

emission, a series of recording of these signals was made 

using a digital oscilloscope and analyzed. Measurements 

were made when data was transmitted in the form of 

pseudo-random binary sequences between two PCs 

connected via Ethernet cable using RJ45 connectors. The 

sample results are shown in Fig. 8 and Fig. 9. 

 

RBW  500 kHz

VBW  500 kHz

SWT  8 ms

 A 

   

Unit dBm

RF Att  30 dB

Ref Lvl

-20 dBm

Ref Lvl

-20 dBm

Start 200 MHz Stop 1 GHz80 MHz/

DC 

P20

3MA

 1MAX

3VIEW

  -80

  -70

  -60

  -50

  -40

  -30

  -90

  -20

1

2

3

4

Marker 1 [T1]       

          -46.63 dBm

    238.47695391 MHz

1 [T1]       -46.63 dBm

        238.47695391 MHz

2 [T1]       -60.88 dBm

        299.39879760 MHz

3 [T1]       -65.12 dBm

        365.13026052 MHz

4 [T1]       -54.91 dBm

        478.95791583 MHz

Date:      9.JUL.2013  14:07:59

 
Figure 6. Radiated emission deriving from the Ethernet 

interface while the transmission data is OFF(green color) 

and during transmission of a binary sequence with 

transmission speed of about 1 Gbit / s (red color) in the 

frequency range 200MHz – 1000MHz 
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Figure 7. Radiated emission deriving from the Ethernet 

interface while the transmission data is OFF(green color) 

and during transmission of a binary sequence with 

transmission speed of about 1 Gbit / s (red color) in the 

frequency range 1000MHz – 10000MHz 
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Figure 8. Oscillogram for the Ethernet interface during data 

transmission is off. The signal received by the antenna for 

f = 1.73 GHz given from the VIDEO output FSET22 

receiver 

 

 
Figure 9. Oscillogram for the Ethernet interface during data 

transmission is on. The signal received by the antenna for 

f = 1.73 GHz given from the VIDEO output FSET22 

receiver 

 

In order to show the possibility of identifying the operation 

of the Ethernet interface, measurements were made during 

data transmission in the form of pseudo-random binary 

sequences between two PCs connected via Ethernet with the 

use of RJ45 connectors, using intermittent transmission. 

This transmission consisted in sending certain size files 

(binary sequences) between two PCs connected via an 

Ethernet cable with certain forced interruptions in 

transmission. Thanks to this, on the oscilloscope it was 

possible to observe the signal containing the data 

transmission, and after determining the FFT for this signal 

in the frequency spectrum, the bands spaced apart from 

each other by the frequency resulting from the interruption 

of data transmission are visible. In order to show the above 

phenomenon, Fig. 10, Fig. 11 and Fig. 12 show examples of 

measurement results for specific measurement conditions. 

During the measurements, data transmission was carried 

out, consisting of transferring a 100 MB file between two 

PCs connected by Ethernet cable using RJ45 connectors 

with two specified transmission intervals – 30 ms and 100 

ms. For a 30 ms transmission gap in the frequency 

spectrum, we expect spectrum frequency component spaced 

from each other by f = 33 Hz, while for a transmission gap 

equal to 100 ms in the frequency spectrum we expect 

spectrum frequency component spaced from each other by f 

= 10 Hz. These values were estimated based on the 

dependence f = 1 / ts where ts is the duration of the 

interruption in transmission. 

5. Conclusions 

From the presented in the article the time courses of 

radiated emission signals for the Ethernet interface, it can 

be seen that these signals do not have a clear relationship 

with the content of the transmitted binary sequences with a 

given transmission speed, and therefore they do not have 

the character of compromising emission signals. It is not 

possible to identify the content of the transmitted 

information in the time series. However, it is possible to 

identify the operation of the Ethernet interface using 

intermittent transmission. Due to such transmission on the 

oscilloscope it was possible to observe the signal containing 

the data transmission and after determining the FFT for this 

signal in the frequency spectrum one can see the spectrum 

frequency component separated from each other by the 

frequency resulting from the duration of the data 

transmission interval. On the basis of measurements 

obtained on the transmission lines of the interface and their 

spectrograms obtained during the use of intermittent 

transmission, it can be stated that: by choosing the 

appropriate break time in data transmission we can shape 

the form of the signal waveform on the transmission lines of 

Ethernet interfaces in such a way that it can be easily 

identified. 

 
Figure 10. Oscillogram for the Ethernet interface during 

data transmission is off or on. The signal received by the 

antenna for f = 1,453 GHz given from the VIDEO output of 

the FSET22 receiver 

 
Figure 11. Oscillogram for the Ethernet interface during 

data transmission (transmission of a 100MB file) with 

transmission intervals of 30 ms. The signal received by the 

antenna for f = 1,453 GHz given from the VIDEO output of 

the FSET22 receiver 
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Figure 12. Oscillogram for the Ethernet interface during 

data transmission (transmission of a 100MB file) with 

transmission intervals of 100 ms. The signal received by the 

antenna for f = 1,453 GHz given from the VIDEO output of 

the FSET22 receiver 
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