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ABSTRACT

Iron pyrite (FeS$_2$) is the most abundant sulfide material on earth. This material has been widely investigated by researchers because of its optical properties. However, it has been difficult to produce high efficiency FeS$_2$ based solar cells. This is due to many different impurities that arise when making the materials. The ability to synthesize pure pyrite FeS$_2$ material is therefore critical for applications.

Pure iron pyrite nanocrystals were synthesized using hot injection by mixing sulfur with an iron precursor in the presence of an amine. To improve the stability, shorter ligands replaced the native amines ligands. The stability of the iron pyrite after ligand exchange was investigated by looking at the changes in the properties of films deposited by spray pyrolysis before and after being stored in air and at room temperature for one year. Even when being deposited at high temperature, the pyrite films were not sulfur deficient. Quenching the PL emission of the nanocrystals and increasing their dark current was observed after ligand exchange. This was detrimental for the solar cells.

The use of FeS$_2$ for thermoelectrics was investigated because of its metal like conductivity. The nanoparticles were once again synthesized and the native ligands replaced. The nanoparticles were dried to make a powder and pressed to make pellets. Their thermoelectric properties were measured. The seebeck coefficient of the pellets showed a p-type conductivity and the highest value of the ZT in the $10^{-3}$. To increase the ZT, the nanocrystals were doped for the first time with cobalt using a two-step hot injection method. The thermoelectric properties of the doped nanoparticles were measured. The ZT showed an increase of 2 order of magnitude, the highest reported ZT from iron pyrite.
To increase the optical properties of the iron pyrite, the nanoparticles were coupled with gold and silver. The idea was to use the plasmonic effect to enhance the optical properties. Absorption spectra and PL spectra were obtained before and after coupling. No significant changes were observed in the optical properties after the coupling. Finite difference frequency domain simulation was used to simulate the behavior.
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CHAPTER 1: INTRODUCTION

The global energy consumption is expected to increase drastically in the next 50 years, thus there is a need to find ways to increase our production of energy. This has traditionally been accomplished by a more extensive use of fossil fuels, such as oil, gas or coal. The problem, however, is that there is a limited usable amount of these types of fuel and their prices depend on many external parameters. Fossil fuels are the primary source of greenhouse gas emissions, which slowly damage the ozone layer. To tackle the increasing energy demand and at the same time reduce the greenhouse gas emissions, research is undergoing in renewable or green sources of energy.

As it can be seen from Figure 1, the world will need to find how to produce an extra 13 TW [1] to meet its needs by 2050. Solar energy potential looks to be the best way to produce this extra power with its 120,000 TW. So far, due to its price and its low efficiency, solar cells cannot compete with fossil fuels for terrestrial applications. Second generation solar cells or thin films solar cells significantly reduced the cost of materials [2]. However, even if the efficiency of thin
film solar cells is lower than the efficiency of the first generation; it is somehow compensated by the price reduction of the materials used. Even with the second generation, solar cells have still significantly higher prices than fossil fuels. To achieve the price goal, two approaches can be taken. The first approach is the use of cheap material, the second approach is the use of less expensive fabrication processes.

Bulk silicon solar cells or first generation solar cells make up 90% of the solar cell market with efficiency ranging from 15 to 22% [2]. The only problem is that they use expensive fabrication procedures. Thin film solar cells were introduced to reduce the cost per watt of bulk silicon solar cell modules. The principle was to use less material to reduce the price. Thin film solar cells technology is based on amorphous silicon [3], [4] and also cells made up of chalcogen materials [5]–[10]. Thin film technology also comes with its package of problems; the low efficiency of amorphous Si, the toxicity of Cd and Pb and the scarcity of tellurium and indium being the primary issues. Indium is a byproduct of the extraction of zinc. This makes the process of recovery of indium expensive. Indium is also widely used in the vast majority of flat panel displays [10–11]. One other chalcogen based solar cell with more abundant material was investigated to further decrease the price of the solar cells. The materials that composed these types of cells are copper, zinc, tin and the chalcogen selenium and/or sulfur; they form Cu$_2$ZnSn(Se,S)$_4$ or CZTS [13] when combined. The highest efficiency so far is 11.1 % [9] and it was reported by Mitzi et al. at IBM T. J. Watson research center for Cu$_2$ZnSn(Se,S)$_4$. The efficiency is still low, but it was achieved using a solution process technique instead of a vacuum technique. Researchers have been focusing on finding new materials to reduce the current cost of electricity of solar cells to compete with fossil fuels and other alternative energy.
One material that scientists have been looking at is \( \text{FeS}_2 \) or iron pyrite. Iron pyrite is the most common sulfide, making it a commercially attractive material. Other benefits include its non-toxicity, adequate bandgap and high absorption coefficient [14]. Despite the fact that research for solar cell applications of iron pyrite has started over two decades ago [15], the cell efficiencies are still really low. The culprit is the difficulty to make pure iron pyrite. Even a small presence of different iron to sulfur ratios or the presence of marcasite or orthorhombic phase of \( \text{FeS}_2 \) is detrimental for the cell efficiency. Also, the stability of \( \text{FeS}_2 \) films is an issue as they tend to lose sulfur rapidly. To solve the purity problem, it is imperative to separate the nucleation process from the growth process when synthesizing iron pyrite nanocrystals. The nucleation process first involves the formation of \( \text{FeS} \) [16] and after a short period of time, more sulfur enters into the crystal to make \( \text{FeS}_2 \). For the stability of the films, surface passivation with different ligands seems to work [16–17]. Since the stability of \( \text{FeS}_2 \) is so critical for its applications, this report will only focus on ways to achieve stability of \( \text{FeS}_2 \) nanoparticles and films and how these techniques affect the electrical and the optical properties of the films. Three approaches were explored for this purpose. The first approach is done by using of ligands, the second is done by doping \( \text{FeS}_2 \) nanoparticles with cobalt and the last approach is accomplished by coupling the nanoparticles with metallic (Au and Ag) nanocrystals. For the doping, how it affects the electrical properties of the materials will be investigated. The possible use of the doping material in thermoelectric application will also be investigated. For the coupling method, it will be investigated if the metallic nanocrystals act as traps for the photogenerated carriers. In the event, such phenomenon occurs, it will be studied if the plasmonic effects overcome the effect of such traps. This investigation could help further decrease the thickness of the active layer of thin film solar cell or some other optoelectronic devices and further decrease their cost.
CHAPTER 2: LITERATURE REVIEW

This chapter will present state of the art research in iron pyrite. The first part of this chapter will deal with two applications of iron pyrite that will be presented in this report. These two applications are thermoelectric and photovoltaic. Iron pyrite is used in multiple applications such as li-on battery, formation of sulfur and sulfuric acid from coal mining and catalytic applications but it was decided to just focus on photovoltaics and thermoelectrics. The second part of the chapter will deal with the material itself. Its characteristics, the different methods that are used to synthesize the material and the problems encountered when using iron pyrite.

2.1. Applications

The world will need to find how to produce almost 13 TW to meet its need for 2050. The world will also have to consider global warming; a way to produce this extra energy without increasing greenhouse emission will need to be considered. Green power is the best solution to do so. Iron pyrite has potential in two green power or renewable energy applications, namely photovoltaic and thermoelectric.

The Solar energy with its 120,000 TW potential could be a good way to produce this power. So far due its high price and its low efficiency, the first-generation solar cells (crystalline silicone generation) cannot compete with fossil fuels. Therefore, the goals are to reduce the price and improve the efficiency. The low cost of iron pyrite associated with its high absorption coefficient could help achieve these two goals.

Thermoelectric modules do not have the same potential as photovoltaic but most of the energy generated by other forms of energy, especially fossil fuels, is wasted in the form of heat. The need to save this waste heat by transforming it into electricity is what makes thermoelectric
so attractive. Unlike photovoltaic modules, thermoelectric modules do not need to compete with any other forms of energy for the waste heat conversion. The efficiency does not need to be that high, it just needs to be around 10% with a reasonable price. Here again, the low cost of iron pyrite is one of the key reasons for its investigation.

The fundamentals of photovoltaic will now be presented, followed by the different types of solar cells. The fundamental of thermoelectric will be presented afterward, followed by the ways to improve the efficiency of thermoelectrics.

### 2.1.1. Solar Cell

This part will first present the principles of solar cells and the important parameters of solar cells. This will be followed by a discussion about the different type of solar cells.

**Principles of solar cells**

A Photovoltaic module or solar cell is a device that converts solar energy into electrical energy. To do so, the cells need to absorb photons from the light to generate photogenerated carrier pairs. These photogenerated carriers (hole and electrons) can only be dissociated at the junction between a p type and n type semiconductor, also known as the p-n junction. This process is shown in Figure 2

![Figure 2: Mechanism of photogenerated carriers at the p-n junction [19]](image)
As it can be seen from Figure 2, for the photon to be absorbed, its energy has to be higher than the bandgap, the energy difference between the lowest point of the conduction band and the highest point of the valence band of the semiconductor. If a photon with energy higher than the bandgap is absorbed, an electron (blue circles in the graph) is promoted from the valence band to the conduction. The electron leaves behind a hole. These two form the photogenerated electron-hole pair that will recombine unless separated.

The pair can only be separated if it reaches the p-n junction. There is a build-up potential difference between the p side and the n side of the p-n junction. This electric field will drive the two opposite charge carriers in different directions. The movement of opposite charge carriers will generate a difference of potential between the two sides of the solar cell and this will induce current flow. The curve of the current as a function of the voltage is the I-V curve and it is an important parameter for solar cells. An example of a solar cell I-V curve is presented in Figure 3.

![I-V curve diagram](image)

**Figure 3**: Representation of an I-V curve of a solar cell, this graph represents the variation of the current and the voltage when the light beam shines the material [20]
Air Mass (AM), it represents the volume of air that has uniform properties in term of temperature. It is used to see the amount of sunlight which reaches the surface.

Open-circuit voltage \( (V_{oc}) \), it represents the maximum voltage across the cells when there is no current flowing.

Short-circuit current \( (I_{sc}) \), it represents the current when the two electrodes of the device are short-circuited.

Maximum Power Point \( (P_{max}) \): it represents the possible maximum power produced by the solar cell. It an I-V curve, it is the rectangle with the largest area. In the graph, it is the yellow rectangle. It is the product of maximum power point voltage \( V_{mpp} \) with the maximum power point current \( I_{mpp} \).

Fill Factor (FF): it is the ratio between the maximum power point and the product between \( I_{sc} \) and \( V_{oc} \).

\[
FF = \frac{I_{mpp} * V_{mpp}}{I_{sc} * V_{oc}} \quad (1)
\]

It is an important parameter when describing the performance of the solar cell. The power conversion efficiency (PCE or \( \eta_c \)), which represents the percentage of the power that is really converted.

\[
\eta_c = \frac{I_{mpp} * V_{mpp}}{P_{in}} = \frac{I_{sc} * V_{oc} * FF}{P_{in}} \quad (2).
\]

After having presented the parameters of solar cells, the different types of solar cells can now be presented.
The different types of solar cells

Silicon, because of its abundance and the maturity of the silicon industry, is the material mainly used for solar cell [4], [20]. The problem with silicon made solar cells stems from the low absorption coefficient of the material [21]. Cells with thick (in the order of hundreds of microns) active layers must be produced. To avoid recombination of the electron hole pair because of impurities, high quality silicon single crystal films must be grown using expensive vacuum techniques. These types of thick active layer solar cells are the first-generation solar cells. To reduce the cost of first generation solar cells, the second-generation solar cells were introduced. The idea was to use less material in the active layers. Therefore, the other name of the second generation is thin film solar cells. The thickness of the active layer prevents the use of indirect low absorption coefficient materials such as silicon. The two materials that dominates the thin film spectrum are cadmium telluride (CdTe) and copper indium gallium disulfide or diselenide [Cu(In, Ga)S/Se$_2$]. They have cells with efficiencies [3], [22]–[27] in par with the best efficiencies of single crystal silicon solar cells for a fraction of the production cost. Thin film technology even enable solution processed solar cells to further decrease the production price [6], [28]. Thin film modules made of CdTe are even already successfully commercialized by First solar. However, the scarcity of tellurium and the toxicity of the heavy element cadmium represents a drawback for these cells. In the case of CuInGa(S, Se)$_2$ just like in the case of CdTe earlier, the problem comes from the scarcity of some of the material used in the process. Indium is a byproduct of the extraction of zinc, this makes the process of recovery of indium expensive. Taking this into consideration, and the fact that indium is also widely used in transparent conductive oxide in flat panel displays, makes it difficult to achieve the goal of 100 GW per year with CuInGa(S, Se)$_2$ based solar cells [10]. The vast majority of these flat panel displays uses
indium tin oxide (ITO) [11] or indium gallium zinc oxide (IGZO)[12]. The other copper chalcogenide, copper thin zinc sulfide or selenide (CZTS) and iron pyrite could use their abundance to position themselves but their efficiencies still need a boost especially in the case of iron pyrite. The new hot material for thin film solar cells is the hybrid inorganic-organic perovskite materials. The problem is that so far cells are not stable, but the lab efficiencies are high.

### 2.1.2. Thermoelectric

The need to find alternative ways to generate energy have fueled the research in renewable such has thermoelectric energy, solar energy, hydroelectric energy, wind energy, biomass and so on. Thermoelectric still have efficiencies not reaching the doubled digit [29] preventing its use to become mainstream, despite the potential in numerous applications [30]– [32]. A significant increase of the efficiency is needed before seeing an increase in the use of thermoelectrics in everyday applications. The fact that thermoelectric can transform waste heat energy into a useful energy [33] further increases the possible applications. One such application is to convert the waste heat generated by the car engines to make cars more fuel efficient. The idea is therefore to improve the efficiency of the thermoelectric modules and just like solar cells to reduce their cost. The efficiency of a thermoelectric module is measured by how long the module can keep a difference in temperature between its two sides. It is also measured on how fast electron travel from one side to the other. There are basically two principles for thermoelectric. A difference in voltage can generate a difference in temperature, this is called the Seebeck effect. A difference in temperature can generate a difference in voltage, this is the Peltier effect. The factor that measures the quality of the thermoelectric material is what is called
figure merit or \((ZT)\). The expression of the figure of merit is \(ZT = \frac{\sigma S^2 T}{\kappa}\) (3), where \(S\), \(\sigma\), \(T\), \(\kappa\) are respectively, the Seebeck coefficient, the electrical conductivity the temperature in Kelvin and the thermal conductivity [34]. Where the expression of the Seebeck coefficient is, \(S = \frac{\Delta V}{\Delta T}\) (4). The formula of \(ZT\) shows that to have an efficient module, the electrical conductivity needs to be high but the thermal conductivity should be low. This makes perfect sense. The high conductivity will generate high current and generate more energy and the low thermal conductivity will keep the temperature difference for a long period. Another parameter that is often used is the power factor, \(PF = S^2 \sigma \) (5). Therefore the power factor has to be high and the thermal conductivity small [35–39]. To improve the efficiency the power factor needs to be increased while at the same time keeping \(\kappa\) constant or decreasing it. The carrier concentration is directly related to PF and can be increased by doping the material and phonon blocking can be used to decrease the thermal conductivity. After a threshold, further increase of \(ZT\) becomes complicated because of the non-independence of all its parameters. For example the electrical conductivity is proportional to the thermal conductivities through the Wiedemann-Franz law, 
\[
\frac{\kappa}{\sigma} = LT \quad (6) \quad [40],
\]
where \(L\) is the Lorenz number. To further improve the \(ZT\), people focus on either trying to decrease the thermal conductivity [30], [41], [42] or increasing the power factor by various techniques [37], [38], [43–45].

The reduction the thermal conductivity is done using complex structure such as photon-glass electron-crystal (PGEC) [30] and alloys [35]. Alloying reduces the thermal conductivity because the resulting conductivity is lower than the conductivity of the material with the lowest conductivity. And the crystal of the PGEC induces phonon blocking. The thermal conductivity
can also be reduced by using nanostructuring [46–50]. The photon blocking is done by the ground boundaries.

Figure 4: Figure of merit as a function of the carrier concentration [51]

The enhancement of the power factor is done by increasing of the carrier concentration. This is achieved by doping. High $ZT$ happens for highly doped material. The idea in this report is to use the doping to increase the PF and the nanostructuring to reduce the thermal conductivity. Now, it is time to look at iron pyrite, characteristics, synthesis and problems.

2.2. FeS$_2$

Iron pyrite also known as fool’s gold is the most abundant sulfide material on earth and for this reason it is also the secondary source of sulfur on earth after elemental sulfur. Iron pyrite is so common that is present in many other sulfides. It is also present in coal. During the extraction of coal, it reacts with water to form sulfuric acid. This is the cause of the acidity of multiple rivers near coal mine. Iron pyrite because of the photovoltaic and catalytic properties has the potential to be used in many different applications such as solar cells, batteries (already used in energizer batteries), hydrogen generation, photocatalytic and even more recently
thermoelectric because of the high electrical conductivity cause by its impurities. To achieve the full potential of iron pyrite, it is imperative to synthesize pure iron pyrite and to solve its stability issues. There are multiple iron to sulfur ratios, also FeS\(_2\) has another phase beside the pyrite phase. It is important to synthesize/make pure iron pyrite material for optimum potential.

They are different methods to synthesize iron pyrite, chemical vapor transport (CVT), chemical vapor deposition (CVD), hot injection method, heat up method, spray pyrolysis, hydrolysis.

In this first part of literature review chapter, the characteristics of iron pyrite will first be presented, followed by the ways to synthesize the material and to finish by the possible problem of iron pyrite. The second part of the chapter will deal with the different application of the iron pyrite that will be discussed in this report, photovoltaic and thermoelectric.

**Characteristics**

Iron pyrite has already mentioned is the most abundant sulfide on the Earth crust. It is a semiconductor with an indirect bandgap, but because of its d band [the electronic configuration Fe\(^{2+}\)\((3\text{d}^6)\)S\(^2\)\((3\text{S}^4\text{3p}^{10})\)], it has a high absorption coefficient in the visible region. The absorption coefficient represents, the amount of light that can be absorbed by a particular thickness of a material. The higher the absorption coefficient, the lower the thickness required to absorb all the light. Generally, indirect bandgap materials just like silicon, have a low absorption coefficients [19–21]; therefore higher thicknesses are needed for solar cells made of silicon. While direct bandgap materials have high absorption coefficients [22–25] and required thinner films for the same amount of absorbed light. This principle is not the case for iron pyrite, which despite its indirect bandgap behaves just like a direct bandgap material in the visible region of the solar spectra.
Iron pyrite, has a Pa3 non-symmorphic [58], [59] with a lattice constant is around 5.417 Å. Iron pyrite has a cubic primitive lattice. The iron atoms are at the positions of the fcc lattice and the centers of the sulfur atoms forming the dumbbell are also at the position of the fcc lattice[60]. The distance between the two sulfurs atoms of the dumbbell is 2.16 Å. The distance between iron and sulfur is 2.263 Å [61]. The position of all the atoms in the lattice of the cubic iron pyrite is presented in the Tab. 1. The parameter u is equal to 0.386 for iron pyrite[60].

<table>
<thead>
<tr>
<th></th>
<th>F</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(u,u,u)</td>
<td>(u,−u,−u)</td>
</tr>
<tr>
<td></td>
<td>(0,0,0)</td>
<td>(u−1/2,−u+1/2,−u)</td>
</tr>
<tr>
<td></td>
<td>(0,1/2,1/2)</td>
<td>(−u+1/2,u−1/2,u)</td>
</tr>
<tr>
<td></td>
<td>(1/2,0,1/2)</td>
<td>(−u,u−1/2,−u+1/2)</td>
</tr>
<tr>
<td></td>
<td>(1/2,1/2,0)</td>
<td>(u,−u+1/2,−u+1/2)</td>
</tr>
<tr>
<td></td>
<td>(−u+1/2,−u,u−1/2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(u−1/2,u,−u+1/2)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Position of the atom in the iron pyrite crystal [60]

The crystal structure of iron pyrite has been characterized using XRD. Iron pyrite, because it is so common on the earth crust, was one of the first structure to be analyzed using XRD by W. Lawrence Bragg in the beginning of the 20th century [62]. A typical XRD of iron pyrite is presented in Figure 5. The results- are similar to the reference number JCPD 024-0076.
with the peaks at 28.5, 33, 37, 40, 47, 56, 59, 61, 64, 76 and 78 representing respectively the (111), (200), (210), (211), (220), (311), (220), (023), (321), (331), and (420) orientations.

Figure 5: X-ray diffraction of iron pyrite [63]

To further characterize the material, the infrared lattice vibrations of the iron pyrite were calculated by doing reflectivity at room temperature at an angle near the normal angle of incidence. Pyrite structure has 12 atoms in the primitive cell, 4 iron atoms and 8 sulfur atoms. This configuration allows 3 acoustical and 33 optical vibration modes [29–31]. The reflectivity is analyzed by representing the infrared active modes as a damped classical oscillator [26], [32–34]. This fitting allows the calculation of the high frequency dielectric constant; therefore,
allowing the calculation of the long wavelength transverse optical (TO) and the longitudinal (LO) modes.

The 36 possible displacements of the atom of the unit cell can be decomposed into:

\[ \Gamma = A_g + E_g + 3T_g + 2A_u + 2E_u + 6T_u \]

(7)

\[ \Gamma_{IR} = 5T_u \]

(8)

\[ \Gamma_{inactive} = 2A_u + 2E_u \]

(9)

\[ \Gamma_{acoustic} = T_u \quad \text{(Rigid lattice translation)} \]

(10)

\[ \Gamma_{Raman} = A_g + E_g + 3T_g \]

(11)

The iron atom being almost twice as heavy as the sulfur atom, it almost does not participate in the raman vibrations. The center on inversion being at midpoint, the two sulfur atoms of the dumbbell have to move in opposite directions with the same amplitude while Fe remains still [69], [70]. The different raman vibration modes of iron pyrites are presented below.

**A\(_g\) mode (symmetric)**

The two sulfur atoms of the dumbbell pair perform stretching on the dumbbell plane and this movement is in phase throughout the entire crystal.

**E\(_g\) mode (double degenerate)**

The two sulfur atoms move in a direction perpendicular to the dumbbell plane. The phonons are said to be in libration [71].

**T\(_g\) mode (triply degenerate)**
A combination of stretchings and librations. The main restoring force is the interaction between the different atoms. The frequencies of the different modes are presented in the Table 2. Some peaks are difficult to observe when doing experiments because of their proximity with another bigger peak. One of such peaks is the $T_g$ peak at 377 cm$^{-1}$, because it is close to the peak at 379 cm$^{-1}$. Another such peak if the peak at 350 cm$^{-1}$, because of its proximity to the peak at 343 cm$^{-1}$. The different peaks are also presented in Figure 6. The raman in the figure are measured at different angles of incidence and the scattered electric fields. The strength of the different peaks depends on the orientation, and the direction of the electric fields.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequecy (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_g$</td>
<td>379</td>
</tr>
<tr>
<td>$T_g$</td>
<td>377</td>
</tr>
<tr>
<td>$E_g$</td>
<td>343</td>
</tr>
<tr>
<td>$T_g$</td>
<td>350</td>
</tr>
<tr>
<td>$T_g$</td>
<td>430</td>
</tr>
</tbody>
</table>

Table 2: Raman active vibration modes of iron pyrite [58]

Figure 6: First order Raman spectra of FeS$_2$ [58]

The absorption coefficient of iron pyrite has been calculated from reflectivity measurement using ratio record technique. The Tauc plots were used to calculate the direct and
indirect bandgap of iron pyrite. Using $(\alpha h\nu)^{1/2}$ for indirect bandgap and $(\alpha h\nu)^2$ for direct bandgap. The indirect bandgap of the iron pyrite is around 0.9 eV, giving a Queissner limit of around 20% efficiency possible [72]. Two direct bandgaps at around 1.5 and 2.4 eV were also found. The absorption coefficient and the Tauc plots are presented in Figure 7, it shows an absorption coefficient around $1.8 \times 10^5 \text{ cm}^{-1}$ in the visible region [400 nm - 700 nm]. The high absorption coefficient in the visible region is due to the position of these two direct bandgaps in the visible region.

![Figure 7: Absorption spectrum of iron pyrite and Tauc plots [17]](image)

There were conflicting values of the work function of iron pyrite in the literature. Values of 3.3, 3.5 and 3.9 eV were found in [73], [74], while 5 eV was found in [75], [76]. Atomic force microscopy (AFM) of the samples in this report could not be measured to have an accurate value of the work function. This made it difficult to properly discuss electron transfer between the metal and the semiconductor in the last chapter as the cause of the decrease of photoluminescence. The iron pyrite carrier concentrations varied from $10^{15}$ range to $10^{18}$ range [45–48]. The high value of the second number could suggest plasmonic effects. The Seebeck of
the single crystal found in nature varies from 200 to 300 $\mu V/K$ [81], [82]. The seebeck of the synthesized single crystal varied from -10 to -500 $\mu V/K$ [63], [83]. The seebeck coefficient for synthesized polycrystalline varied from 101 to 128 $\mu V/K$ [78]. Now that, the different characteristics of iron pyrite have been presented, the next part will discuss the different methods to synthesize the material.

**Different synthesis methods**

The different ways to synthesize iron pyrite are chemical vapor transport (CVT) [79], chemical vapor deposition (CVD) [84], hot injection method [85], heat up method, spray pyrolysis [86], hydrolysis [87]. Here only three methods will be presented. The different methods that will be presented below are chemical vapor transport and two chemical synthesis method, heat-up and hot injection

**Chemical vapor transport**

Chemical vapor transport is a good technique to growth pure crystal of chalcogenide material [39–42]. The process happens in a quartz ampoule. The initial material are powders of the transitional material and the chalcogen material. They are loaded with stoichiometric ratios. A transport agent is also loaded into the quartz. In the case of iron pyrite, the transport agents are bromine[63], iodine[92], Mn[93], Cl[92], [94], and FeBr$_3$ [77]. The type of the semiconductor depends on the transport agent and the temperature gradient. Basically, the quartz containing the materials is introduced in a furnace. A temperature gradient is applied between the two ends of the quartz. The higher of the two temperatures is applied to the side with the starting material, usually the right part of the quartz. The powders undergo a sublimation process and become gases. The gases go from the higher to the lower temperature. Once the gases reach the colder
region of the flask they react to form the crystal of the metal transitional chalcogenide. An example of the chemical equation for CVT grown iron pyrite is presented here

$$\text{FeS}_2(s) + 2\text{FeHal}_2(g) \leftrightarrow 3\text{FeHal}_2(g) + \text{S}_2(g)$$

where (g) is for the gas phase and (s) is for the solid phase. Hal represents the halogens (Cl, Br and I) that were used in the paper. The gas on the left goes from cold to hot and the gases in the right side go from hot to cold [63].

**Heat-up method**

In this method all the different materials necessary for the synthesis are introduced in the flask from the start and the temperature is increased until nucleation temperature is reached [95]. If they are not all introduced from the start, the remaining materials are introduced at low temperature. In this method, there is first an accumulation of monomers due to the decomposition of the precursors. As the temperature increased, this supersaturation of monomers will induce a burst in nucleation. The burst considerably decreases the numbers of monomers and the rest of monomers will only participate in the growth of the already formed nuclei. In the case of iron pyrite, the burst happens at temperature lower than the nucleation temperature use in hot injection. To reduce the surface energy, the iron pyrite nanoparticles synthesized using heat-up method usually have a cubic shape [48–50]. The proposed model for the formation of different shapes of nanoparticles is presented in Figure 8.
In a typical synthesis of iron pyrite using heat-up method, the iron precursor usually FeCl$_2$ or FeCl$_3$ is introduced in a three-neck flask containing an amine (octadecylamine, oleylamine, hexadecylamine). In a second flask sulfur elemental is dissolved in a solvent, usually diphenyl ether. The two flasks are degassed to completely remove moisture. After that the sulfur content is injected into the iron flask and the temperature is raised.

**Hot injection method**

In the case of hot injection, unlike heat-up where all the reactants were heated together until the synthesis temperature was reached, some of the reactant are injected inside the flask when it reaches the synthesis temperature. Here the high supersaturation of monomers also induces a burst in nucleation [99]. The important decrease of monomers also limits further nucleation, making possible monodisperse nanoparticles synthesis [57–61]. The speed of introduction of the reactants can create multiple supersaturations and different nucleation regimes.
The regular hot injection method used to synthesize iron pyrite nanoparticles is presented in Figure 9. In a typical synthesis of iron pyrite using heat-up method, the iron precursor usually \( \text{FeCl}_2 \) or \( \text{FeCl}_3 \) is introduced in a three-neck flask containing an amine (octadecylamine, oleylamine, hexadecylamine). In a second flask sulfur elemental is dissolved in a solvent, usually diphenyl ether. The two flasks are degassed to completely remove moisture. After that the temperature of the Fe-amine complex is raised to the reaction temperature. The sulfur content is injected into the iron flask when the temperature is reached.

**Problems with iron pyrite**

Despite its high absorption coefficient, iron pyrite has not been able to achieve its full photovoltaic potential yet. The highest efficient recorded for a cell made of iron pyrite is 2.8 % [105]. This is due to the different impurities that arise when synthesizing the material and later on when using it [106]. The low open voltage of the iron pyrite based solar cells is due to the
many surface defect states, but also the fermi level pinning and its bandgap [75–77]. Although, the surface defects were first thought to be caused by the sulfur vacancies, one study shows that it might not be the case [109]. Ultimately the results of the surface defects is the creation of a metal-like shell for the semiconductor shell [106]. Therefore, finding a way to prevent these surface defects from happening is key to achieving decent iron pyrite solar cells efficiency. To do so, surface passivation has been done using TOPO [17] ligands at the surface of the nanoparticles. The lack of decomposition was due to the passivation of both sulfur and iron by TOPO. While the passivation was a success, with the nanoparticles not changing phase after one year of storage in air, TOPO is an expensive ligand and add extra cost.

The problem with pure iron pyrite for use in thermoelectric application is that despite the fact that its conductivity is high for photovoltaic, it is low when compared with the conductivity of materials used in thermoelectric such as Bi$_2$Te$_3$, Bi$_2$Se$_3$ [110] and other chalcogenide material [68–71], [79–81]. Therefore, there is a need to increase the thermoelectric properties of iron pyrite. Doping using cobalt, arsenic and nickel was done to improve the electrical conductivity and the results are presented in Table 3. Doping with cobalt significantly increased the conductivity. The cobalt doping generates more charge carriers than the nickel doping because the two electrons from the nickel atom are involved in the creation of an orbital state. The state is near the middle of the bandgap and the electrons are not charge carriers. The only electron from the cobalt is directly injected into the conduction band. More energy is needed to bring the Ni electrons to the conduction band resulting in a lower conductivity compared with the cobalt doped [77].

<table>
<thead>
<tr>
<th></th>
<th>Resistivity</th>
<th>Carrier</th>
<th>Hall mobility</th>
<th>Hall mobility</th>
</tr>
</thead>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>concentration</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Co-doped</td>
<td>0.009 – 0.02Ω.cm</td>
<td>10(^{18.7 – 19})</td>
<td>60 – 270 cm(^2)v(^{-1})s(^{-1})</td>
</tr>
<tr>
<td>As-doped</td>
<td>10(^{14 – 18})</td>
<td>0.2 – 55 cm(^2)v(^{-1})s(^{-1}) (\text{electrons})</td>
<td>0.1 – 11.3 cm(^2)v(^{-1})s(^{-1}) (\text{holes})</td>
</tr>
<tr>
<td>Ni-doped</td>
<td>10(^{15 – 16.6})</td>
<td>60 – 270 cm(^2)v(^{-1})s(^{-1})</td>
<td></td>
</tr>
<tr>
<td>undoped</td>
<td>15 – 85Ω.cm</td>
<td>10(^{15 – 16.6})</td>
<td>8 – 70 cm(^2)v(^{-1})s(^{-1})</td>
</tr>
</tbody>
</table>

Table 3: Electrical characteristic of iron pyrite undoped and doped [77]

Learning from the result of this study, another study was done [78]. In that study, the thermoelectric properties of iron pyrite and iron pyrite co-doped nanoparticles were investigated. The doping was done by mechanical alloying. The percentage of cobalt in the pyrite crystal varied from 0 to 5 %. The electrical conductivity increased with decreasing the size of the nanoparticles. It went from 0.02 S.cm\(^{-1}\) for 70 nm particle to 3.1 S.cm\(^{-1}\) for 16 nm particles. The seebeck coefficient decreased with decreasing the size of the particles from 128 \(\mu V.K^{-1}\) to 101 \(\mu V.K^{-1}\). After doping the conductivity went from p-type to n-type and the thermal conductivity increased but not as much as the electrical conductivity for the 5 % sample. The ZT coefficient increased by a factor of 5 for cobalt doped pyrite. The ZT was 1.9\(\times 10^{-3}\) for 46 nm and for 3.8\(\times 10^{-3}\) for 16 nm and for 2\(\times 10^{-2}\) for 5 % cobalt. While there was a significant increase, it is still low compared to state of the art ZTs that are presented in Figure 10.
CHAPTER 3: EXPERIMENTAL TECHNIQUES, MATERIAL PREPARATION AND FABRICATION

3.1. Spectroscopy

3.1.1. Ultraviolet-Vis (Uv-Vis) spectroscopy

Ultraviolet-Vis spectroscopy, usually just called Uv-Vis allows you to determine the absorption, emission, and reflectance spectra of a material. Although, its name only mention visible and ultraviolet light, current Uv-Vis can go to the infrared region of the light spectrum. Absorption is probably one of the most important optical properties of a material and a
semiconductor in particular, as in order to use light energy it must first be absorbed. Semiconductors like all materials just absorb a portion of the sun’s spectrum, the range of wavelengths that they absorb represents their absorption spectrum. The absorption is often related to the refractive index of the material.

The refractive index of a semiconductor is complex and can be described by the Equation (12):

\[ n + ik \]

(12)

n, the real part of the refractive index of the material; it is directly related to its absorption.

k, the imaginary part of the refractive index; it is related to the extinction of the light. The reflectance, the amount of the light which is reflected back at the surface of the material compared to the incident light, can be expressed by the Fresnel formulae [113] presented in Equation (13):

\[ R = \frac{(n - 1)^2 + k^2}{(n + 1)^2 + k^2} \]

(13)

3.1.2. Photoluminescence (PL) spectroscopy

As the excited state is not the normal state of the molecule, the behavior of the molecule is to return to the more stable state with the return of the electron to the ground state. The first step of this return is to go to the lowest energy level of the excited state. If the electron is already there nothing happens, but if not it must undergo vibrational relaxation, to go to a lower energy level. The electron must liberate its excess of energy in the form of thermal energy [114]. At the
lowest energy level of S1, different things can happen. One such thing is radiative relaxation. Such radiative relaxation is called fluorescence. The electron returns to the ground state and releases its excess of energy in the form of a photon. It can be noticed here that the wavelength of the photon emitted due to the return of the electron will be different, because of the vibrational relations, than the one of the photon absorbed. The wavelength of a photon is related to the energy of this one through the formula below:

\[ E = \frac{h \cdot c}{\lambda} \]

(14)

\( E \): energy of the photon (eV)
\( h \): Planck’s constant
\( c \): speed of light in the free space
\( \lambda \): wavelength of the photon (nm)

\[ h \cdot c = 1240 \]  \hspace{1cm} (15)

The electron could have undergone several vibration relaxations, the photon emitted and the photon absorbed don’t have the same energy; therefore, they also have different wavelengths. The wavelength and the energy are indirectly related, when the energy decreases, the wavelength increases. The emitted photon will have a longer wavelength that the absorbed photon. The absorption spectrum is shifted to longer wavelengths; this is the so called Stokes shift and it is presented in Figure 11.
The electron can also go to the triplet excited state. It must undergo rotational conversion (Intersystem crossing; ISC) [114] as electrons in the single excited state do not have the same spin that the ones of the triplet state. After its conversion, it can relax to the ground state by either emitting light (phosphorescence) or not.

3.1.3. **Raman Spectroscopy**

Raman spectroscopy studies the inelastic scattering of light shining on a material. It is called inelastic because the emitted light does not have the same frequency than the incident light. There is either a red shift or a blue shift, this is called the raman effect. If a photon is absorbed by a material, some of the energy of the photon can be used to induce a raman mode in the material and the emitted photon will have a frequency lower than the incident photon. This new raman frequency is the Stokes frequency. If a photon is absorbed by a raman active material, some of this energy can be transferred to the photon. The new photon will be emitted with a
frequency higher than the frequency of the incident photon. This new raman frequency is the Anti-Stokes frequency. This can give information regarding the vibrational modes of the crystal of the material and can be used to identify a compound.

3.1.4. X-Ray Diffraction (XRD)

X-Ray diffraction takes advantages of the fact that an incident X-ray will interact with a material. If the material is a periodic structure in any kind, there will be constructive and destructive interference. The signal can then be detected and used to tell the crystalline structure of the material. This a very powerful technique.

3.1.5. Fourier Transform Infrared (FTIR) Spectroscopy

The technique takes advantage of the fact that organic molecules depending of their bonds absorb specific region of the infrared spectrum. The ability to detect these absorbed frequencies can then be used as a fingerprint for the molecule or the family of molecule like amines. In the case of the amine, there is a feature in their FTIR spectra between 2800 cm$^{-1}$ and 3000 cm$^{-1}$ that represents their carbon-hydrogen vibration modes.

3.2. Material synthesis and preparation

3.2.1. Synthesis using hot injection method

The synthesis of the FeS$_2$ nanoparticles was done using a simple hot injection method. First, two flasks were prepared. In the first flask, an iron precursor was dissolved in an amine solution. For the iron precursor, Iron chloride (FeCl$_2$-4H$_2$O) was used and for the amine, hexadecylamine (HDA) and oleylamine (OLA) were used. In the second flask, elemental sulfur
was dissolved in diphenyl ether. The molar ratio between Fe and S that works the best was found
to be 6. The excess of the chalcogen material is common in chalcogenide material syntheses. It is
also important here because the formation of FeS$_2$ is not a direct reaction. First, FeS is formed
and as time goes, more and more sulfur is incorporated into the matrix to form the final
molecule.

The first flask was put under argon atmosphere when using HDA, and the temperature
was set to 70°C; once HDA completely dissolved, the flask was put under vacuum and the
temperature was set to 120°C. If using OLA instead of HDA, there is no need to put argon
atmosphere first, as it is a liquid and not a powder like HDA. Also, if there is no vacuum pump
or if the vacuum is not good enough, the temperature should be set above 180°C to completely
remove any moisture. The reaction is moisture sensitive, therefore the amount of moisture inside
the flask should be minimized or removed completely. The second flask temperature was set to
70°C and it was put under vacuum. The two flasks were agitated during the entire process using
two magnetic stirrers.

After complete dissolution of HDA, the color of the solution in the first flask was
brownish and color of the solution of the second flask was yellow. The two solutions were put
under vacuum for 1 hour to remove the moisture. Once the moisture was removed, both flasks
were put under argon atmosphere. The first flask temperature was set to 220°C (the nucleation
temperature of FeS$_2$). The content of the second flask was collected using a syringe and injected
inside the first flask when its temperature reached 220°C. The injection step is a critical step to
have monodispersed and pure FeS$_2$ nanoparticles. First, the injection should be fast (the applied
pressure should not be too strong as to push the content of the flask outside). This helps to
synthesize monodispersed nanoparticles. Second, the temperature of the solution after injection
should not fall below 200°C, or other phases could appear during the synthesis and not just the pyrite phase of FeS₂. To do that, the ratio of the first solution volume over the second solution volume should be over 3. It can be done by having a highly concentrated second solution. Also, the temperature of the first flask can be first set to a temperature higher than 220°C when switching between vacuum and argon. The temperature can then be set back to 220°C after the injection.
After injection of the sulfur precursor solution, the solution turned from brownish to black. The flask was then left under argon atmosphere for 3 hours. This reaction takes such a long time due to the absence of direct FeS₂ reaction as mentioned earlier. At the end of the synthesis, the hot plate was turned off and the solution was cooled down using a water bath. At 90°C, oleic acid solution was added to replace the loosely attached amine ligands. This latter step also makes it easier to clean. At 75°C chloroform (CH₃Cl) was added to stop the reaction. This step was then followed by a purification step. For the first step of the purification, the solution of the nanoparticles was put in a centrifuge to separate the nanoparticles from the solvent and the organic impurities. The speed was set to 4000 rpm for a duration of 2 minutes. The nanoparticles precipitated. The solvent was discarded and more chloroform was added. The same step was repeated and the nanoparticles precipitated again. Ethanol was then added and the centrifugation speed was changed from 4000 to 8000 rpm. The nanoparticles precipitated again and ethanol was discarded and the particles were dispersed in chloroform and stored for characterization purpose. After the synthesis, the nanoparticles were characterized to make sure that the synthesized material was FeS₂ nanoparticles of pyrite phase.

3.2.2. Ligand Exchange

When synthesizing nanoparticles using chemical method, ligands are usually used. They served different purposes. They are used to control the dimension and or the morphology of the nanoparticles during the synthesis. For example, for the same material one ligand can be used to synthesize cubic shape nanoparticles and different one will be needed for spherical nanoparticles. They basically work by attaching themselves to a particular area of the nanoparticle surfaces as they grow. Depending on the area where they are attached, they will favor growth in one or more directions. Ligands also play a role, in the solubility of the nanoparticles. Depending on what
ligands is attached at their surfaces, the nanoparticles will be soluble in a particular solvent or not. In the case reported here, the ligands anchored at the surface of the nanoparticles are HDA or OLA. They were needed for the synthesis but for application, they are not helpful as they do not prevent oxidation of the particles and the films. Furthermore, they are poor conductors, which is not good for solar cell and other optoelectronic applications. It was therefore decided to replace the native ligands by shorter and more conductive ligands. The ligands of choice were inorganic Fe, Sb and (NH₄)₂S. The first two were chosen because they have already been used as ligands in other chalcogenide materials; the last one was chosen hoping that it would have the same effect that Cd has, when used as a ligand to improve the efficiency of CdTe solar cells.

The method used for the ligand exchange/displacement was a simple biphase process. The precursor of the ligands was dissolved in formamide. Iron chloride was used as the precursor for Fe, antimony chloride was used as the precursor for Sb and ammonium sulfide was used as precursor for the last ligand. A 0.1 M of the new ligands in formamide solution was mixed with a 10g/L solution of the nanoparticle dissolved in chloroform in a 1:2 ratio. Chloroform being denser that formamide, the nanoparticles solution precipitated to the bottom of the tube, with the formamide solution staying on top. The mixed solution was then agitated, and this agitation induced a displacement of the ligand at the surface of the nanoparticles. This nanoscopic phenomenon could be observed at the macro scale as the nanoparticles move from the chloroform phase still at the bottom of the tube to the formamide phase. The Figure 12 presents the different steps of biphase ligand exchange. First, the nanoparticles are in the bottom of the flask in the chloroform phase. Second, after agitation the nanoparticle moved to the formamide phase. A syringe was used to extract and discard chloroform from the bottom of the tube. More chloroform was added and the process was repeated multiple times (at least 3 times), to ensure
complete transfer. After this process, acetone was added to the nanoparticles in formamide solution to start the purification process. Multiple purification steps were required and during some of these steps, few drops of the new ligand precursor in formamide were added. At the end of the purification process, the nanoparticles were dispersed in either ethanol or dimethylformamide (DMF) for later use.

![Figure 12: Presentation of the biphase ligand exchange process](image)

**3.3. Deposition techniques**

**3.3.1. Spray pyrolysis**

Spray pyrolysis is a technique that consists in depositing material dissolved in a solvent at a temperature close to the boiling temperature of the solvent. When solution based film dried; the solvent leaves the film by creating cracks. These cracks are detrimental for the performance of the films in applications. To overcome the formation of the cracks after solvent evaporation, post processing of the films is needed. In the spray pyrolysis case, no need to try to overcome the cracks, as it is possible to have a crack free film with this technique. With the temperature of the substrate, where the film is to be deposited at, close to the boiling temperature of the solvent, this latter evaporates; therefore, only the material reaches the surface. This results in crack free films. An automated pulsed spray pyrolysis setup was used for this. The system employs a nozzle,
where nitrogen is used as the carrier gas. The system is controlled by an electronic valve. The thickness of the film can be controlled by the concentration of the material, the duration of the pulse, the time between each pulse, the temperature of the substrate and the number of pulses. In this report, the pulse duration will be 0.5 seconds and the duration between pulses will be 30 seconds unless otherwise mentioned. Spray pyrolysis was used to make the iron pyrite films.

### 3.3.2. Spin coating

Spin coating is another deposition technique that uses centrifugal force to deposit a material on a substrate. The solubility of the material in the solvent is critical in this method. A low solubility does not allow for high spin speed as material do not stick to the surface; however low spin speeds do not create uniform films. One way to overcome that is to start with low speed spins to have some material on the surface. The low speeds are then followed by step of high speed spin once there is enough material on the surface. The material is more likely to stick if there is already some of it on the surface. Even though this technique is intensively used in lab because of its ease of use, it is difficult to use it for mass production. It is a wasteful method as most of the material does not stay on the surface but it is thrown away. It is impossible to spin large area. The system was used to deposit iron pyrite onto FTO and ITO substrate for micro raman and micro PL measurements.

### CHAPTER 4: STABILIZATION OF NANOPARTICLES

Once the synthesis is done, different characterizations are needed to make sure that it was in fact the proper material that was synthesized. Different characterization techniques were done: XRD, SEM, TEM, absorption, PL and Raman spectroscopy.
4.1. Characterization of FeS$_2$ nanoparticles

4.1.1 XRD

The X-Ray diffraction of the FeS$_2$ nanoparticles was measured to make sure that they had the pyrite phase. The XRD is presented in Figure 13.

The XRD results are compared to the XRD of FeS$_2$ pyrite phase. The results are similar to the reference number JCPD 024-0076 with the peaks at 28.5, 33, 37, 40, 47, 56, 59, 61, 64, 76 and 78 representing respectively the (111), (200), (210), (211), (220), (311), (220), (023), (321), (331), (420) orientations. The XRD is a first proof that the synthesized nanoparticles were pure pyrite phase FeS$_2$. Using the Scherrer formula from Equation (15), the average size of the nanoparticles was approximated to be 20.46 nm.
\[ D = \frac{K\lambda}{\beta \cos \theta} \] (16). \( K, \lambda, \beta \) and \( \theta \) are respectively, the shape factor, the X-ray wavelength, the FWHM and the Bragg angle. The peak used for the calculation was the peak at 33.08. The \( K \) used was 0.9. \( \lambda(Cu) = 1.5404 \text{Å} \).

### 4.1.2 TEM

The TEM of the nanoparticles is presented in Figure 14. It shows that the particles have random shapes and sizes. The particles from the TEM image were not monodispersed.

![Figure 14: TEM image of FeS\(_2\) nanoparticles after synthesis](image)

### 4.1.3 Raman spectroscopy

The nanoparticles were also characterized using raman spectroscopy. The Figure 15 presents the raman spectrum of the nanoparticles. The laser used was a red laser at 632 nm. The raman spectrum is similar to raman spectrum of pure iron pyrite. The three main peaks at 343,
380 and 430 cm\(^{-1}\) are present. The highest peak at 380 is the \(A_g\) mode; the two sulfur atoms of the dumbbell pair perform stretching on the dumbbell planes and this movement is in phase throughout the iron pyrite crystal. The second highest at 343 is the \(E_g\) mode; the two sulfur atoms move in a direction perpendicular to the dumbbell plane. The phonons are said to be in libration. The last peak at 430 is the \(T_g\) mode. It is a combination of different librations and stretchings. This last mode is triply degenerate. The other two peaks of the \(T_g\) are difficult to measure with the equipment and are at 350 and 377 cm\(^{-1}\).

Figure 15: Raman spectrum FeS\(_2\) nanoparticles

### 4.1.4 Absorption

The nanoparticles were characterized using Uv-Vis spectroscopy and the results are presented in Figure 16. The absorption spectrum was used to extrapolate the bandgap and the bandgap was found to be around 1 eV which is close to the theoretical value of the bandgap of iron pyrite. Using finite difference frequency domain (FDFD), the absorption coefficient was simulated. The absorption coefficient was calculated by finding the transmission of two different iron pyrite thin films and using the formula from Equation (17), 

\[
\ln \frac{T_s}{T_i} = \alpha(T_s - T_i) \tag{17}
\]

\(T_1\) and
$T_2$ are the transmissions of the first and second thin films and $\alpha$ is the absorption coefficient. The absorption coefficient was used to make the Tauc plots in order to calculate the indirect and the direct band gaps. Using $(\alpha \cdot \nu)^{1/2}$ for indirect bandgap and $(\alpha \cdot \nu)^2$ for direct. The Tauc plot confirmed the indirect bandgap around 1 eV. Two direct bandgap were found, one at 1.7 eV and a second one around 2.51 eV. The simulated absorption coefficient and the Tauc plots are presented in Figure 17. As expected, the absorption coefficient in the visible region in the order of $10^5$.

![Figure 16: Absorption spectrum of FeS$_2$ nanoparticles](image)
4.1.5 Photoluminescence

The nanoparticles were characterized using PL spectroscopy and the results are presented in Figure 18. The PL spectrum shows the PL peak around 800 nm or around 1.6 eV, which is close to the first direct bandgap of the iron pyrite that was measured using the Tauc plot.
After the different characterizations ensure the growth of pure iron pyrite nanoparticles, the next step is to improve the stability of the nanoparticles and the iron pyrite films. To do so, the long organic amine ligands were replaced by shorter inorganic ligands. The results are presented in the next part of this chapter.

4.2. Ligand Exchange

4.2.1. Ligand exchange characterization

The ligand exchange was observed during the transfer of the nanoparticles from the chloroform to the formamide phase but some experiments are still necessary to confirm that there was in fact displacement of ligands at the surface of the nanoparticles. One such experiment is Fourier transform infrared (FTIR) spectroscopy.

The technique takes advantage of the fact that organic molecules depending of their bonds absorb specific region of the infrared spectrum. The ability to detect these absorbed frequencies can then be used as a fingerprint for the molecule or the family of molecules, like

![Figure 19: FTIR of FeS₂ nanoparticles before and after several step of ligand exchange](image-url)
amines. In the case of the amine, there is a feature in their FTIR spectra between 2800 cm\(^{-1}\) and 3000 cm\(^{-1}\) that represents their carbon-hydrogen vibrations mode.

The FTIR showed that the carbon-hydrogen vibration mode is present before ligand displacement and completely disappears after the exchange. This is a good indication that the procedure was a success. The absence of signature at another place also showed that the new ligands were not organic, which was the case in the experiment. The FTIR spectra of the particles before and after ligand exchange are presented in Figure 20. The Figure 19 shows the FTIR spectra of the nanoparticles at different steps of the ligand exchange. As expected, the molecular vibrational signature of the amine disappears after complete ligand exchange.

When it is confirmed that the exchange was a success, it is critical to make sure that the process did not change the phase of the nanoparticles and that they remain pyrite. The same techniques that were used to characterize the nanoparticles after synthesis were once again used.
to compare the material before and after the ligand exchange. Uv-Vis of the nanoparticle before and after ligand exchange was measured and the results are presented in Figure 21.

The spectra are quite similar, there are just small differences. The small shift in the optical absorption is due to the change of the dielectric constant at the surface of the particle by another anchor group. The approximated band gap varies between 0.85 – 0.9 eV depends on the ligands used. This is due to fact that each ligand injects different number of carriers inside the iron pyrite. These injected carriers are sufficient enough to vary the bandgap, or it could be just be experimental error. The second difference is the absorption at high energy photon. The
absorption spectra rise fast for 3 of the ligands, amines, Fe and (NH₄)₂S, but remains steady for the Sb ligands. The reason of this behavior remains unclear.

The XRD of the nanoparticles before and after ligand exchange was measured and the results are shown in Figure 22. The results are also similar, the only noticeable difference is the ratio of the peaks at the 311 and 210. Only for the (NH₄)₂S is this ratio higher than 1. The ratios are respectively 0.88, 0.83, 1.34 and 0.91 for the nanoparticles with OLA, Sb, (NH₄)₂S and Fe as ligands.

![XRD spectra of FeS₂ nanoparticles before and after ligand displacement](image)

The PL of the different nanoparticles after ligand exchange was measured and the results are presented in Figure 23. The PL is quenched after ligand exchange. This is due to the fact that the other ligand introduced states inside the bandgap that act as traps reducing the number of radiative decays to the valence band from the conduction band. Another consequence of the traps is the shift of the PL peaks. The peak position is respectively at 800, 774, 770 and 840 nm for the nanoparticles with OLA, (NH₄)₂S, Sb and Fe as ligands. The full width at half max was also
increased after ligand exchange as many traps were probably introduced. This would be bad if the nanoparticles were used for an emission device such as LED but it might not have a detrimental effect on solar cells or photodetectors. Even though the traps could increase the dark current of the nanoparticles, and this later effect could reduce the efficiency of the solar cells or photodetectors.

![Figure 23: PL spectra of FeS₂ nanoparticles before and after ligand exchange](image)

### 4.3. Stability investigation

As previously mentioned, one of the major problem with iron pyrite, as nanoparticles or films is stability. Iron pyrite tends to oxidize when it is exposed to air; the film and the nanoparticle therefore need to be stored in an oxygen free environment. Iron pyrite also loses sulfur at temperatures even a little higher than room temperature. It was for this reason that the effects of the ligands on the stability of the films and the nanoparticle was studied. Two things will be investigated here. The possibility of FeS₂ to remain pyrite when deposited at high temperature and its air stability. To investigate the air stability, the nanoparticles and the films
were stored for 1 year in air. The films and the particles were characterized before and after the 1 year.

4.3.1. Film deposition film and high temperature stability

In order to study the benefit ligands, it was decided to deposit them at high temperature. Then, the thing to consider was what type of solution deposition technique to use and what solvent would be the most appropriate for the deposition? The choice of the deposition went for the pulsed spray pyrolysis technique and the solvent of choice was dimethylformamide (DMF). The technique was not only used because it allows to deposit at high temperature but also because it can make crack-free films. Formamide was used because of its boiling point (around 153°C) despite the fact that it is toxic, the deposition happened in a fume hood. It was later found that DMF dissolves sulfur from the nanoparticles and was therefore not good for air stability.

Spray pyrolysis consists on making films by depositing a solution containing the nanoparticles onto a substrate that is in contact with a hot surface (the temperature of the substrate, should be close to the boiling point temperature of the solvent for optimum results). The principle is to have the solvent evaporates before reaching the substrate. This allows deposition of films that are cracks free, as cracks usually appear when the film dries up and the solvent evaporates. The substrates that were used were 800 nm thick molybdenum films that were deposited by DC sputtering on 2 mm soda lime glass. 300°C, 250°C and 200°C were used at the deposition temperatures for the spray system. When the spray temperature was set to 300°C, the temperature at the surface of the substrate was around 200°C and when the spray temperature was set to 200°C, the temperature at the surface of the substrate was around 145°C. Each pulse lasted half a second and 30 seconds to 1 minute were allowed between each pulse for temperature recovery and 60 cycles were needed. The concentration of the solutions used was set
to 5 g/L. To make sure that the concentration was always the same, the nanoparticles were dried under vacuum after their synthesis or the ligand exchange. The dried samples were then crushed to make a powder and the powder was weighed and put in DMF for the deposition. When using 5 g/L as the concentration, films with thicknesses of around 2 microns were obtained when using 200°C and films with thicknesses of around 1.5 micron were obtained when using 300°C.

After deposition, the films were characterized using EDX and it was found that they were still FeS$_2$ and did not lose sulfur for the films after ligand exchange. The Figure 24 shows the SEM of a film after deposition and the EDX of this film. The EDX shows that the film did not lose sulfur as the sulfur-to-iron ratio is around 2. If nanoparticles with incomplete or no ligand exchange were used to make films, these films were sulfur deficient. The EDX of films made with incomplete ligand exchange is shown in Figure 25.

![Figure 24: SEM image of the FeS$_2$ thin film and its EDX measurements](image)
The pyrite phase of the films was later confirmed by doing XRD. The films with Fe, Sb and \((\text{NH}_4)_2\text{S}\) ligands did not change phase, but films with amine ligands remaining did not conserve their phase. The XRD of the films with Fe, Sb and \((\text{NH}_4)_2\text{S}\) ligands deposited at 300°C, with the XRD of Mo are presented in Figure 26. With DMF attacking the nanoparticles depriving them of sulfur rather quickly (from hours to a day depends of the ligands), the films were deposited right after the ligand exchange and the dispersion in DMF. If the nanoparticles were allowed to stay in DMF after a day, the films did have phase change.

Figure 25: SEM image of the FeS\(_2\) – amine thin film and its EDX measurements
The effect of DMF on the nanoparticles was investigated by measuring the XRD of nanoparticles after being stored for 1 week in DMF. The nanoparticles were then used to make films. The films were annealed after in a sulfur atmosphere under argon. The films before and after the annealing were also characterized using XRD. The results of the XRD of the nanoparticles after being stored in DMF for one week are presented in Figure 28. It shows that after two weeks in DMF, only the nanoparticles with (NH$_4$)$_2$S ligands remain somehow pyrite when the rest completely lose their phase. The ammonia ligand are more strongly attached to the nanoparticles than the other ligands. The Figure 27 presents the results of the XRD of the films before and after annealing in sulfur atmosphere at 475°C for 1 hour. The films were deposited at 250 °C. The films right after the deposition are not pyrite anymore. Only the FeS$_2$-(NH$_4$)$_2$S films have some pyrite peak but they also have some extra peak not belonging to pyrite. This is in agreement with the fact that the bond between the ammonium ligand and nanoparticles is the strongest. The films that were made with iron pyrites nanoparticles with ligands different than ammonium sulfide do not have any of the pyrite peaks anymore, just different peaks. These peaks are probably a mix of different sulfur to iron ratio and also peaks due to oxidization of the
films. After sulfurization, the FeS₂-(NH₄)₂S, and FeS₂-Fe films recovered their pyrite phase but the FeS₂-Sb film did not recover their phase.

![XRD spectra of FeS₂ film deposited using spray pyrolysis using nanoparticles with different stored in DMF for 1 week, before and after annealing at 475°C.](chart)

Figure 27: XRD spectra of FeS₂ film deposited using spray pyrolysis using nanoparticles with different stored in DMF for 1 week, before and after annealing at 475°C.

### 4.3.2. Air Stability

The second stability that was studied was the air stability. As it was already mentioned, DMF dissolved the ligand and accelerated the desulfurization of the iron pyrite nanoparticles. Even after a few days most nanoparticles did not exhibit any recognizable phase as it can be shown in Figure 28. The most robust ligand was (NH₄)₂S, which took a little bit over two weeks to completely lose any trace of the pyrite phase. Fe ligands were second as it took them a little
bit under a week to lose the cubic phase. The worst ligand was Sb, which took a few hours to degrade.

![XRD spectra of FeS$_2$ nanoparticles with different ligand after one week in DMF](image)

Figure 28: XRD spectra of FeS$_2$ nanoparticles with different ligand after one week in DMF

The stability of the films and nanoparticle was investigated by measuring raman of the film after being stored in air for one year. Raman was used for this particular investigation, because raman spectroscopy is more sensitive to phase change in iron pyrite than XRD. The films remain pyrite even after being exposed to air at room temperature for one year. The film did not lose sulfur as is the tendency for iron pyrite. The raman spectra of the nanoparticles after one year of being stored in air is presented in Figure 29. The raman does not show any sign of phase change. There is even the presence of the second Tg mode at 350 cm$^{-1}$ in the spectra of the particles with (NH$_4$)$_2$S and Sb as ligands. The third Tg mode at 377 because of its proximity to the Ag mode is overshadowed by it. The peaks are not exactly at the same position for the different ligands. For example, the 380 peak, at 380.34, 380.65 and 381.3 cm$^{-1}$ for (NH$_4$)$_2$S, Fe and Sb ligands. The raman spectra of films being stored for one year in air are presented in Figure 30. The raman of the films shows that they remain pyrite after the storage.
Figure 29: Raman spectra of FeS$_2$ nanoparticles after ligand exchange

Figure 30: Raman spectra of FeS$_2$ thin film with ligand exchange after one year in air
4.4. Crystallization study

The effect of the ligands on the crystallinity of the films was also investigated. The films were deposited at 200°C. The films were then annealed at 475°C and 525°C and Cross section images of the films were obtained for each annealing temperature using SEM and the results are presented in Figure 31. From the picture, it shows that there is a small crystallization after the deposition for the Fe ligands. The films from the (NH₄)₂S are also showing a little bit of crystallization, while the films with Sb ligands completely broke apart. At 475°C, the crystallization of the film with (NH₄)₂S and Fe start to deteriorate and further deteriorate when the annealing temperature was increased. In order to investigate this counterintuitive observation, EDX of the film was performed. It was noticed the presence of traces of sodium in the films. Sodium from the soda lime must have migrated into the film and while, it helps for the crystallization of other chalcogenide materials. It does not seem to be have the same effect in iron pyrite.

![Crystallization study of the different ligands](image)

Figure 31: Crystallization study of the different ligands
Solar cells were fabricated by depositing cadmium sulfide as the window layer using chemical bath deposition and depositing zinc oxide and aluminum doped ZnO oxide as the front contact using sputtering. The solar cells did not exhibit any photovoltaic effects. This was due to the high conductivity of the iron pyrite films.

Iron pyrite nanoparticles were successfully synthesized using a hot injection method. The nanoparticles were characterized to confirm the pyrite phase. The ligands at the surface of the particles were replaced to improve the air and temperature stabilities of iron pyrite. The problem is that the ligands also introduced states inside the bandgap of the materials. These states were ultimately detrimental for the iron pyrite solar cells. In the next part of this report, these effects will be put to good use.
FeS$_2$ has been widely investigated because of its interesting characteristics that made it suitable for various energy applications, from solar cells, to batteries. Regarding solar cell applications, its unique properties are a high adsorption coefficient allowing it to absorb most of the visible light at thicknesses lower than 100 nm, and its price as it is the most common sulfide mineral. Despite these advantages, making viable solar cells based on iron pyrite proves to be a
daunting task. Many defects arise during and after the synthesis and cause the low performances of the cells. One of the defect results sometimes in the metal like conductivity of the FeS$_2$ films. While this defect make iron pyrite not yet suitable for solar, other applications could take advantage of it. The idea was to see if this metal like conductivity could be put to good use in thermoelectric applications. The hope was that FeS$_2$ would conduct electrons just like a metal but will differ from metal when it comes to heat propagation. The figure of merit, which dictates how good a thermoelectric material performs is calculated using the following equation.

\[
ZT = \frac{\sigma S^2}{\kappa}T, \text{ Figure of merit}
\]

- Peltier effect: $\Delta T$ from $\Delta V$
- Seebeck effect: $\Delta V$ from $\Delta T$

\[
S = \frac{\Delta V}{\Delta T}
\]

Seebeck coefficient

$\sigma$: electrical conductivity

$\kappa$: thermal conductivity

### 5.1. Thermoelectric of undoped FeS$_2$

The thermoelectric properties of iron pyrite were measured. It was investigated, how the ligands impacted the thermoelectric properties of the FeS$_2$. First, the thermoelectric properties of the iron pyrite nanoparticles before ligand exchange were measured. To do so, the nanoparticles were synthesized using the hot injection method synthesis previously described. After the synthesis, the nanoparticles were dried under vacuum for several hours. Once dried, the particles
were crushed in a mortar to make a powder. Followed by the annealing of the powder at 400°C under argon atmosphere. This is done to increase the size of the grains. Grains size impacts the electron transport in the material. The annealing also decomposed any remaining organic impurity at the surface of the nanoparticles. Grains size also impacts phonon transports, therefore there needs to be a compromise for the optimum size of the grains. The annealing also serves to tell if iron pyrite could change phase during the measurement. After annealing, the powder was loaded into a graphite die and the die was put under a hot-pressed machine to make the iron pyrite pellet. Around 1 g of material was needed to make each pellet. The hot-press was custom made. Its mode of operation is the following. First, the machine applied 40 MPa axial pressure, then the sample is heated up to 400°C. This temperature is maintained for 5 minutes. At the end, the pressure is relaxed and the sample is cooled down. The thickness of the pellets was around 1 millimeter. The density of the pellets was measured with a pycnometer and was found to be around 85%. Three pellets were made and the results presented here are the average of the three values. It is the same principle for the undoped particles after ligand exchange and the doped nanoparticles.

The thermal conductivity was calculated by using the following the formula from Equation (18), \( \kappa = DC_p\rho \) (18). D is the thermal diffusivity, \( C_p \) is the heat capacity and \( \rho \) is the density. The thermal diffusivity was measured using a XFA 600 Xenon Flash, heat capacities were approximated from the literature [115] and the density was measured using the Archimedes principle.

After having looked at the thermoelectric properties of the nanoparticles before ligand exchange, it is time to look at the thermoelectric properties of iron pyrite nanoparticles after ligand exchange. The amount of material that was required to make the pellets was so important,
that it was decided to only use one set of ligands. To decide which samples to choose, the three samples with each ligand were annealed at 400°C for 1 hour. After the annealing step the samples were characterized using XRD, to see which sample ligand was the most stable at that temperature. Only the sample with (NH$_4$)$_2$S ligands remained pure pyrite. This agreed with the results from the previous chapter where it was found that the nanoparticles with (NH$_4$)$_2$S ligands exhibited the best stability; therefore the (NH$_4$)$_2$S ligands were chosen. The XRD of the iron pyrite nanoparticles (NH$_4$)$_2$S ligands in solution, powder and powder after annealing are presented in Figure 32. The XRD in solution was done before ligand exchange. This can be easily seen by the increase of (311) peak, that was also seen when the XRDs after ligand exchange were presented in the previous chapter. As it can be seen the change of the pyrite did not change after annealing.

![Figure 32: XRD of FeS$_2$ in solution as a powder and after annealing](image)

The powder was then hot pressed to make a pellet. The thermoelectric properties of the pellets were measured. First, the conductivity as a function of the temperature was measured. The measurements were done using a LSR-3 Linseis instrument. The instrument uses the four-
point probe technique to calculate the resistivity. The temperature was varied from room temperature to 400°C. The results of the electrical conductivity and the seebeck coefficient are presented in Figure 33.

The conductivity at room temperature is around 60 S/m and gained more than 1 order of magnitude at 400°C. The graph of the conductivity is composed of two linear parts with two different slopes. The first slope is lower than the second slope. The first slope is mainly due to the thermal activation that allows the promotion of charged carriers. The second higher slope is due to inversion of the charged carriers responsible for the current. At the beginning, only holes are responsible for the conductivity. This later point is correlated by the seebeck coefficient. Positive seebeck, means that the conductivity is p type, therefore hole-type conductivity. As the temperature increases, an inversion in the type of the charge carriers responsible for the conductivity start to occur. This phenomenon is shown by the change of sign of the seebeck coefficient slope around 550 K. The seebeck goes from 113 µV/ K back to 70 µV/ K for temperature between 560 K and 682 K. The seebeck would have eventually become negative if

Figure 33: Electrical properties of iron pyrite nanoparticle, a) the electrical conductivity and b) the seebeck coefficient.
the temperature was increased further. The participation of the electrons in the conductivity justify the higher slope, electrons have higher mobility than holes.

The thermal conductivities were calculated next and the data were used to find the thermopower. The results are presented in Figure 34. The thermal conductivity are not high. It varies in the interval between 1.1 and 1 Wm-1/K. The thermal conductivity first increases as the temperature increases but then started to decrease and then remained steady around 1 Wm-1/K. The decrease is probably due to the grain boundaries which started to prevent the propagation of the phonon. The thermopower was calculated and it was considerably low, in the order of \(10^{-3}\). The thermopower was one order of magnitude lower than the record of iron pyrite ZT from the literature [78]. The ZT was this low because despite the low thermal conductivity, the electrical conductivity was also low. The thermo-power was considerably low, in the order of \(10^{-3}\). To further increase the conductivity, the nanoparticles will be doped using cobalt in the next part of this chapter. The hope was that the electrical conductivity will increase but the grain boundaries will prevent the same type of increase for the thermal conductivity.

![Figure 34: The thermal properties of iron pyrite nanoparticles, a) thermal conductivity and b) thermo-power or ZT](image)
5.2. Thermoelectric of doped FeS$_2$

To increase the electrical conductivity of the iron pyrite pellet, it was decided to dope it. The choice of the dopant went to cobalt, because of the advantages it present compared to the other possible dopant like nickel and arsenic [77]. The hope was that the doping would boost the conductivity by more than 1 order of magnitude, while at the same time keeping the thermal conductivity mostly unchanged. This would put the ZT in the order of 10$^{-1}$. Once the dopant was chosen, the next step was to figure out how to do it with using hot injection method, or to choose if another method would be required. The nucleation temperature of CoS$_2$ is lower than the nucleation temperature of FeS$_2$, making it difficult to synthesize Fe$_{1-x}$Co$_x$S$_2$, without making at the same time CoS$_2$, using hot-injection method. The answer on how to do it using hot injection came from a paper by Prof. Stoldt at the University of Colorado [98]. In this paper, the author was able to synthesize big cubic iron pyrite nanoparticles by separating the nucleation step from the growth step. First the nucleation step was down by synthesizing iron pyrite, the regular way. After the nucleation step, the flask was cooled done to room temperature. While still circulating argon in the flask, more iron precursor, sulfur elemental and amine were added into the mix. The flask was then heated up again but the temperature this time was a lower temperature than the nucleation temperature. To reduce the surface energy, the already synthesized particles came together to form cubes. The extra precursors were also used for the growth of the cubes as the temperature did not allow nucleation. The idea was to use the same principle, separate nucleation of the iron pyrite, and then add some cobalt into FeS$_2$ matrix during the growth step. First, the experiment with just iron pyrite was done to make sure it was reproducible. The results are presented in Figure 35. Using the Scherrer method on the (200) peak located at 2$\theta$ = 33, the
average sizes of the nanoparticles were approximated to be 21 nm after the nucleation, 53 nm after the first growth and 78 nm after the second growth. As expected the average size of the particles increase after each step, showing that step 2 and 3 are in fact growth steps.

![XRD of iron pyrite nanoparticles after the nucleation, first growth and second growth steps](image)

Figure 35: XRD of iron pyrite nanoparticles after the nucleation, first growth and second growth steps

Now, that the reproducibility of the method was verified, the next step is the doping. One key element is still missing, the nucleation temperature of CoS$_2$. To find the temperature, a sweep of temperatures was done starting from 100°C and going up. Nothing happened until 180°C. The nanoparticles synthesized at 180°C are presented in Figure 36 along with the XRD. It can be seen that there are some impurities but the nanoparticles at that temperature started to have the cobalt pyrite phase. The temperature for the growth step should then be below 180°C.
Figure 36: a) TEM image of CoS2 nanoparticles synthesized at 180°C and their b) XRD

First a nucleation process involving only Fe and sulfur precursor, followed by a growth process at a temperature lower than the nucleation temperature of CoS2, where Co, Fe, S precursors were introduced in the flask. The Fe$_{1-x}$Co$_x$S$_2$ nanoparticles with different concentrations of Co (5, 10, 15 and 20 percent) were characterized using XRD, SEM-EDX. The XRD measurements of the doped nanoparticles are presented in Figure 37. It can clearly be seen that as the concentration of the cobalt is increased, the peaks in the XRD of the nanoparticles move toward the peak of the cobalt pyrite reference and away from the peaks from the iron pyrite reference.
Figure 37: XRD of Fe$_{1-x}$Co$_x$S$_2$ nanoparticles
The cobalt doped FeS$_2$ nanoparticles were also dried, crushed and pressed to make pellets and their thermoelectric properties were measured. The Seebeck coefficient of the different pellets is presented in Figure 38.

When cobalt is introduced in the matrix of the iron pyrite, the seebeck coefficient changes sign and become negative. When the percentage of cobalt is 5, the seebeck coefficient goes from -67 to -107 $\mu$V/ K. When the percentage is 10, the seebeck coefficient goes from -64 to -125 $\mu$V/ K. When the percentage of cobalt is 15, the seebeck coefficient goes from -76 to -157 $\mu$V/ K. When the percentage is 20, the seebeck coefficient goes from -91 to -189 $\mu$V/ K. Unlike, the seebeck of the undoped material, the slope does not change sign. There are just more electrons participating in the conduction.
The electrical conductivity is presented in Figure 39. As expected because cobalt acts as a donor for iron pyrite, the conductivity of the nanoparticles switched from p-type to n-type after introduction of cobalt. With the mobility of electrons 2 order of magnitude higher than the mobility of hole, it is easy to understand why there is such an increase in the electrical conductivity after cobalt doping. The electrical conductivity in average was respectively multiplied by 18, 25, 61 and 112 when the concentration of cobalt in the iron pyrite matrix was 5, 10, 15 and 20 per cent.

![Electrical conductivity of FeS₂ and cobalt doped FeS₂ pellets](image)

Figure 39: Electrical conductivity of FeS₂ and cobalt doped FeS₂ pellets

The thermal conductivity was calculated and the results are presented in Figure 40. The thermal conductivity also increases, but the percentage increase is not the same. This is due to the grain boundaries obstructing the propagation of phonons inside the pellet. It was around 1.5
for Fe$_{0.95}$Co$_{0.05}$S$_2$. It was around 2 for Fe$_{0.9}$Co$_{1}$S$_2$. It was around 3 for Fe$_{0.85}$Co$_{1.5}$S$_2$. For Fe$_{0.8}$Co$_{2}$S$_2$, it started at 4 and increase to later stay steady around 5.

![Figure 40: Thermal conductivities of FeS$_2$ and cobalt doped FeS$_2$ pellets](image_url)
The ZT power was calculated from all the other parameters and the results are presented in Figure 41. As a result of the important increase of the electrical conductivity and the small increase of the thermal conductivity, the figure of merit almost gained two orders of magnitude. This is one order of magnitude higher than the record ZT of iron pyrite material [78]. More work needs to be done to further improve the figure of merit but it is a step in the right direction. The scalability of the synthesis needs to be improved and the electrical conductivity can be further improved by changing the ligands at the surface of cobalt doped iron pyrite nanoparticles.

Cobalt doped iron pyrite nanoparticles were successfully synthesized using hot injection method. The record thermopower of 0.5 was found at 673 K for Fe$_8$Co$_2$S$_2$. This was achieved by considerably increasing the electrical conductivity, while at the same time only slightly
increasing the thermal conductivity. Now, that the electrical conductivity was successfully increased the next step is to increase the optical properties.

CHAPTER 6: COUPLING WITH METALLIC MATERIALS AND SIMULATION

After showing that the electrical properties of iron pyrite could be greatly enhance, the next step was to try to do the same thing but this time with the optical properties. To do so, it was decided to couple FeS₂ with metallic nanostructures of gold and silver. The idea was to use the plasmonic behavior of the metal to increase the amount light absorbed from iron pyrite. In this chapter, it will be investigated if the metallic nanostructures act as traps for the photogenerated carriers. In the even such phenomenon occurs, it will be investigated if the plasmonic effects can overcome the effects of the traps. This investigation could help further decrease the thickness of the active layer of solar cells or other optoelectronic devices; therefore, decrease the cost of these devices. The first part of this chapter will deal with the experimental results of the coupled
particles, while the second will present simulation results of the coupled nanoparticles.

6.1. Coupling with Au and Ag nanoparticles

6.1.1. FeS$_2$/Au synthesis

The coupling with Au nanoparticles was done in two steps. The two different particles were synthesized separately and then they were mixed together. The synthesis of the FeS$_2$ nanoparticles remained mainly the same than the one presented in chapter 4 with just small difference. At the end of the synthesis, instead of injecting chloroform at 75°C, toluene was injecting instead. Toluene was also the solvent that the nanoparticles were dispersed in, at the end of the purification steps. Toluene was used in this case because the Au nanoparticles were dispersed in toluene. The solvent of the two different nanoparticles needs to be the same for the coupling to happen, and the synthesized Au nanocrystals were not soluble in chloroform.

For the synthesis of Au nanocrystals, the procedure is shown in the Figure 42. Basically, gold chloride, was dissolved in toluene in the presence of didecyldemethylammonium bromide and dodecylamine. The mixture was sonicated at room temperature. The sonication was stopped when the previously dark orange colored solution changes to light yellow. The absorption spectra of the gold nanoparticles in toluene is presented in Figure 43. The spectra is what is expected from the plasmonic peak of gold nanoparticles. The plasmonic peak here is around 530 nm.
The synthesis of the couple FeS$_2$/Au nanoparticles was done by adding drop wise the solution of Au nanoparticles in the solution of iron pyrite. Here, it is imperative to make sure that the particles are well disperse in the solution. At least that they should not precipitate to the bottom before adding the metallic nanostructures, but to have optimum result a well disperse solution is a must. It is also important to add the Au dropwise, faster rates do not achieve the best results. With faster rates only some particles are coupled and not all of them. The coupling was done and the absorption spectra was measured. The spectra before and after did not show any difference, this is due to the big difference in size between the semiconductor particles and the metallic nanostructures at their surface. The effects of the metallic were so negligible that they could not be measured using UV-Vis.
To approximate the ratio between the sizes of the semiconductor nanoparticle and the metallic nanostructures, the coupled nanoparticles were characterized using XRD. The results are presented in Figure 44. The XRD of the coupled nanoparticles shows that the iron pyrite did not change phase during the coupling. The position of the peak of Au are a little bit shifted from the reference spectra. This shift put the (111) peak that is positioned at 38 degree on the reference spectra next to an iron pyrite peak. This results in the camouflage of the small gold peak by the bigger peak from the semiconductor. The peak corresponding to the (200) orientation that is located 44 degree can be seen, but it is weak. The ratio between the peak corresponding to the iron pyrite and the peak corresponding to gold was used to approximate the ratio in size between the semiconductor and the metallic nanostructure. The peak corresponding to the (200) orientation were used for both FeS$_2$ and Au. The ratio was found to be about 20. This further explains the absence of the plasmonic peak in the absorption spectrum of the coupled nanoparticles.
The next thing was to measure the PL of the nanoparticles before and after the coupling to see if a change could be notice in the luminescence spectra. The luminescence spectra of the particles before and after ligand exchange is presented in Figure 45. The results show that after the coupling, the luminescence was quenched. Just like in the case of the ligand exchange, the metallic particles introduced states within the band gap of the iron pyrite. These states act as traps that prevent some of the electrons from decaying to the ground state. This results in the reduction of the number of electrons that undergo radiative relaxation. The plasmonic effect of the gold nanoparticles could not overcome the effect of the traps.

Figure 44: The XRD of the coupled FeS$_2$/Au nanoparticles
6.1.2. FeS$_2$/Ag synthesis

For the coupling part with silver nanocrystals, two methods were used. In the first method, galvanic replacement was done on the FeS$_2$ coupled with Au nanoparticles using silver nitrate. For the second method after the synthesis of iron pyrite nanoparticles, the reactor was cooled down to room temperature. Silver nitrate dissolved in oleic acid was then injected in the reactor, the reactor was again heat up to the temperature required, 120$^\circ$C, for the formation of silver nanoparticles. After the synthesis, the product was washed with chloroform and acetone or ethanol and then dispersed in chloroform. The absorption spectrum of the silver nanoparticles when synthesized separately is presented in Figure 46. The plasmonic peak of the silver nanoparticles is around 410 nm.
Raman and XRD were measured for the coupled nanoparticles and presented in Figure 47. These characterizations were used to ensure that the iron pyrite did not change phase during the coupling and also that there was no formation of silver sulfide (Ag$_2$S) during the synthesis. The raman spectrum of the nanoparticles after coupling shows that there is in fact just FeS$_2$ pyrite and no presence of Ag$_2$S. The XRD measurement confirmed the presence of the silver element. Using the same peak ratio method, the ratio between iron pyrite and silver was approximated to be around 15.
The absorption spectra of the FeS$_2$ nanoparticles with and without Ag is shown. There is a small increase in the absorption around the silver plasmonic region. Caution is required before concluding that the increase is due to plasmonic enhancement from the silver nanoparticles, considering that it is just a small increase. Even if this increase was due to plasmonic enhancement, the metal nanoparticles do not need to be coupled to the FeS$_2$ nanoparticle for it to happen. The micro-PL spectra of FeS$_2$ nanoparticles with and without Ag nanocrystals is presented Figure 48.
Figure 48: PL spectra of iron pyrite nanoparticle uncoupled and coupled with the two methods

For the FeS$_2$/Ag nanoparticles that were synthesized as a result of galvanic replacement, here the red graph, the PL was lower than the PL of the particle before the coupling. The nanoparticles grown using the second method saw an increase in the PL. This change can be due to the size of the metallic nanostructures attached to the surface of the semiconductor. The bigger the size of the metallic particle, the more it can overcome the effect of the traps that were introduced inside the bandgap of iron pyrite during the coupling. The difference in size were approximated using the ratio between the peaks of pyrite and the metallic nanostructures in the XRD of the coupled nanoparticles, but this ratio could not be confirmed because of the lack of TEM images. Simulations of the optical properties of the coupled nanoparticles were done to study the effect of the size plasmonic nanostructures on the optical properties of the semiconductor.
6.2. Simulations

For the simulations, two methods will be investigated in this dissertation. These are finite-difference time-domain (FDTD) and finite-difference frequency-domain (FDFD). Formulation of both methods start with the Maxwell equations and the constitutive equations to fully describe classical electrodynamics.

6.2.1. Finite different time domain (FDTD)

\[ \nabla \times \mathbf{H} = \mathbf{J} + \frac{\partial \mathbf{D}}{\partial t} \quad (19) \]
\[ \nabla \cdot \mathbf{B} = 0 \quad (21) \]
\[ \mathbf{D} = \varepsilon \mathbf{E} \quad (23) \]
\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \quad (20) \]
\[ \nabla \cdot \mathbf{D} = \mathbf{\rho} \quad (22) \]
\[ \mathbf{B} = \mu \mathbf{H} \quad (24) \]

Eqs. (19) to (22) are the Maxwell equations and Eqs. (23) and (24) are the constitutive equations. Assuming the device is far away from any source; therefore \( \mathbf{\rho} = 0 \) and there is no current, \( \mathbf{J} = 0 \), the 6 equations become:

\[ \nabla \times \mathbf{H} = \frac{\partial \mathbf{D}}{\partial t} \quad (25) \]
\[ \nabla \cdot \mathbf{B} = 0 \]
\[ \mathbf{D} = \varepsilon \mathbf{E} \]
\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \quad (26) \]
\[ \nabla \cdot \mathbf{D} = 0 \]
\[ \mathbf{B} = \mu \mathbf{H} \]

To obtain the previous equations, it was assumed that the material was linear, isotropic and non-dispersive. Incorporating Eqs. (23) and (24) in Eqs. (25) and (20) gives

\[ \nabla \times \mathbf{H} = \varepsilon \frac{\partial \mathbf{E}}{\partial t} \]

(27)
The time derivatives can now be approximated using finite differences

\[ \nabla \times \dot{E} = -\mu \frac{\partial \dot{H}}{\partial t} \]

(28)

The time derivatives can now be approximated using finite differences

\[ \nabla \times \dot{H} = \varepsilon \frac{\dot{E}(t + \Delta t) - \dot{E}(t)}{\Delta t} \quad (29) \quad \nabla \times \dot{E} = -\mu \frac{\dot{H}(t + \Delta t) - \dot{H}(t)}{\Delta t} \quad (30) \]

The right parts of the equations 9 and 10 exist at the middle point between \( t + \Delta t \) and \( t \), while the left parts of the equations exist at \( t \); therefore, this formulation is not correct and may be unstable. Each term in the finite difference equation is most accurate when all the terms of the equation exist at the same point in time and space. To solve this problem, the fields \( E \) and \( H \) were staggered in time so that they exist at different time steps. The electric field \( E \) exists at integer time steps (0, \( \Delta t \), \( 2\Delta t \),...). The \( H \) field exists at half time steps, (\( \Delta t/2 \), 3/2 \( \Delta t \),...). The time derivatives can be rewritten as

\[ \nabla \times \dot{H}_{(t+\Delta/2)} = \varepsilon \frac{\dot{E}_{(t+\Delta)} - \dot{E}_{(t)}}{\Delta t} \quad \nabla \times \dot{E}_{(t)} = -\mu \frac{\dot{H}_{(t+\Delta/2)} - \dot{H}_{(t-\Delta/2)}}{\Delta t} \]

(31) \quad (32)

Eqs. (31) and (32) were rearranged to solve for the future terms of the \( H \) and \( E \) fields.

\[ \dot{E}_{(t+\Delta)} = \dot{E}_{(t)} + \frac{\Delta t}{\varepsilon} \nabla \times \dot{H}_{(t+\Delta/2)} \quad (33) \]

\[ \dot{H}_{(t+\Delta/2)} = \dot{H}_{(t-\Delta/2)} - \frac{\Delta t}{\mu} \nabla \times \dot{H}_{(t)} \quad (34) \]

These are called the “update equations.” They will be used later. The grid that will be used is the “Yee grid”; where instead of positioning the field components within the grid cell at the origin of the cell, the field components are staggered within the grid cell. The reason for this choice is to have a divergence free model where \( \nabla \cdot \dot{D} = 0 \) and \( \nabla \cdot \dot{B} = 0 \) are satisfied implicitly. Further, the physical boundary conditions are satisfied and it is an elegant arrangement to
approximate Maxwell curl equations with finite differences. The physical boundary conditions here are the continuity of the tangential components of E and H across an interface as well as the continuity of the normal components of D and B across an interface.

The E and H fields are three orders of magnitude different because they are related through impedance. This can cause rounding errors in the simulations. It is good practice to normalize the parameters in a simulation so that they are all the same order of magnitude. In this report, the magnetic field was normalized but the electric field could have been normalized instead.

\[ \varepsilon_0 \mu_0 r \varepsilon_0, \varepsilon_0^{-1} \] is the free space impedance. The curl equations of E and H become:

\[ \nabla \times \vec{E} = \frac{1}{c_0} \frac{\partial \vec{E}}{\partial t} \]  (35)  \[ \nabla \times \vec{H} = - \frac{\mu_0}{c_0} \frac{\partial \vec{H}}{\partial t} \]  (36)

\( \varepsilon \) and \( \mu \) are the dielectric constant and the relative permeability of the material. Expanding the curl equation, the following equations can be derived

Curl of \( E \)

\[ \frac{dE_y}{dy} - \frac{dE_z}{dz} = - \frac{1}{c_0} (\mu_{yz} \frac{d \vec{\gamma}_y}{dt} + \mu_{zy} \frac{d \vec{\gamma}_z}{dt} + \mu_{zz} \frac{d \vec{\gamma}_z}{dt}) \]  (37)

\[ \frac{dE_z}{dz} - \frac{dE_x}{dx} = - \frac{1}{c_0} (\mu_{xz} \frac{d \vec{\gamma}_x}{dt} + \mu_{zx} \frac{d \vec{\gamma}_z}{dt} + \mu_{zz} \frac{d \vec{\gamma}_z}{dt}) \]  (38)

\[ \frac{dE_x}{dx} - \frac{dE_y}{dy} = - \frac{1}{c_0} (\mu_{xy} \frac{d \vec{\gamma}_y}{dt} + \mu_{yx} \frac{d \vec{\gamma}_y}{dt} + \mu_{yy} \frac{d \vec{\gamma}_y}{dt}) \]  (39)

Curl of \( H \)
\[ \frac{d \mathbf{E}_x}{dy} - \frac{d \mathbf{E}_y}{dz} = \frac{1}{c_0} \left( \epsilon_{xx} \frac{dE_z}{dt} + \epsilon_{xy} \frac{dE_y}{dt} + \epsilon_{xz} \frac{dE_x}{dt} \right) \]

(40)

\[ \frac{d \mathbf{E}_x}{dz} - \frac{d \mathbf{E}_z}{dx} = \frac{1}{c_0} \left( \epsilon_{yx} \frac{dE_y}{dt} + \epsilon_{zy} \frac{dE_z}{dt} + \epsilon_{zx} \frac{dE_x}{dt} \right) \]

(41)

\[ \frac{d \mathbf{E}_y}{dx} - \frac{d \mathbf{E}_x}{dy} = \frac{1}{c_0} \left( \epsilon_{yx} \frac{dE_y}{dt} + \epsilon_{zy} \frac{dE_z}{dt} + \epsilon_{zx} \frac{dE_x}{dt} \right) \]

(42)

Assuming that the dielectric constant and the relative permeability are just diagonally anisotropic; therefore, just diagonal tensors, the curl equations can be reduced to:

\[ \text{Curl E} \]

\[ \frac{dE_x}{dy} - \frac{dE_y}{dz} = -\frac{1}{c_0} \left( \mu_{xx} \frac{d\mathbf{H}_x}{dt} \right) \quad (43) \]

\[ \frac{dE_x}{dz} - \frac{dE_z}{dx} = -\frac{1}{c_0} \left( \mu_{yy} \frac{d\mathbf{H}_y}{dt} \right) \quad (44) \]

\[ \frac{dE_y}{dx} - \frac{dE_x}{dy} = -\frac{1}{c_0} \left( \mu_{zz} \frac{d\mathbf{H}_z}{dt} \right) \quad (45) \]

\[ \text{Curl H} \]

\[ \frac{d\mathbf{H}_x}{dy} - \frac{d\mathbf{H}_y}{dz} = \frac{1}{c_0} \left( \epsilon_{xx} \frac{dE_x}{dt} \right) \quad (46) \]

\[ \frac{d\mathbf{H}_x}{dz} - \frac{d\mathbf{H}_z}{dx} = \frac{1}{c_0} \left( \epsilon_{yy} \frac{dE_y}{dt} \right) \quad (47) \]

\[ \frac{d\mathbf{H}_y}{dx} - \frac{d\mathbf{H}_x}{dy} = \frac{1}{c_0} \left( \epsilon_{zz} \frac{dE_z}{dt} \right) \quad (48) \]

At this point the two methods start diverging. A finite-difference equation is written for each point on the grid. In FDTD, these equations are iterated over and over until the problem is solved. In FDFD, the equations are assembled into a matrix and solved using linear algebra. FDFD is also a frequency-domain method whereas FDTD is a time-domain method.
Finite Difference Equations for H

\[
\frac{E^{i,j+1,k} - E^{i,j,k}}{\Delta y} - \frac{E^{i+1,j,k} - E^{i,j,k}}{\Delta z} = -\frac{\mu_{ix}}{c_0} \frac{\mathcal{H}_{ix}^{i,j,k} - \mathcal{H}_{ix}^{i,j-1,k}}{\Delta t}
\]  \hspace{1cm} (49)

\[
\frac{E^{i,j+1,k} - E^{i,j,k}}{\Delta y} - \frac{E^{i+1,j,k} - E^{i,j,k}}{\Delta z} = -\frac{\mu_{ix}}{c_0} \frac{\mathcal{H}_{ix}^{i,j,k} - \mathcal{H}_{ix}^{i,j-1,k}}{\Delta t}
\]  \hspace{1cm} (50)

\[
\frac{E^{i+1,j,k} - E^{i,j,k}}{\Delta x} - \frac{E^{i,j+1,k} - E^{i,j,k}}{\Delta y} = -\frac{\mu_{iz}}{c_0} \frac{\mathcal{H}_{iz}^{i,j,k} - \mathcal{H}_{iz}^{i,j-1,k}}{\Delta t}
\]  \hspace{1cm} (51)

Finite Difference Equations for E

\[
\frac{\mathcal{E}_{ix}^{i+1,j,k} - \mathcal{E}_{ix}^{i,j,k}}{\Delta y} - \frac{\mathcal{E}_{iz}^{i,j+1,k} - \mathcal{E}_{iz}^{i,j,k}}{\Delta z} = \frac{\epsilon_{xx}^{i,j,k} E_{x}^{i,j,k} - E_{x}^{i,j,k}}{\Delta t}
\]  \hspace{1cm} (52)

\[
\frac{\mathcal{E}_{iy}^{i,j+1,k} - \mathcal{E}_{iy}^{i,j,k}}{\Delta y} - \frac{\mathcal{E}_{iz}^{i,j,k+1} - \mathcal{E}_{iz}^{i,j,k}}{\Delta z} = \frac{\epsilon_{yy}^{i,j,k} E_{y}^{i,j,k} - E_{y}^{i,j,k}}{\Delta t}
\]  \hspace{1cm} (53)

\[
\frac{\mathcal{E}_{iz}^{i,j+1,k} - \mathcal{E}_{iz}^{i,j,k}}{\Delta y} - \frac{\mathcal{E}_{ix}^{i,j,k+1} - \mathcal{E}_{ix}^{i,j,k}}{\Delta z} = \frac{\epsilon_{zz}^{i,j,k} E_{z}^{i,j,k} - E_{z}^{i,j,k}}{\Delta t}
\]  \hspace{1cm} (54)

Finite difference frequency domain (FDFD)

It was decided to only implement the FDFD method because it seemed like the easiest and most beneficial path. The fact that the dielectric constant of the materials that will be studied changes with the frequency makes it more straightforward to implement in the frequency
domain. It is possible to do this in the time-domain but it is not trivial. In the frequency-domain, accounting for dispersion is very easy. FDFD in three-dimension is very computationally intensive. For higher efficiency and faster simulation, the 3D configurations were modeled in 2D so that only 2D FDFD code was required.

Finite difference frequency domain is a frequency domain method, so Maxwell equations formulation was transformed from the time domain to the frequency domain.

\[
\nabla \times \hat{H} = j \omega \hat{D} \tag{55}
\]

\[
\nabla \cdot \hat{B} = 0 \tag{57}
\]

\[
\hat{D} = \varepsilon \hat{E} \tag{59}
\]

\[
\nabla \times \hat{E} = - j \omega \hat{B} \tag{56}
\]

\[
\nabla \cdot \hat{D} = 0 \tag{58}
\]

\[
\hat{B} = \mu \hat{H} \tag{60}
\]

Using the constitutive equations, the two curl equation can be rewritten as:

\[
\nabla \times \hat{H} = j \omega \varepsilon \hat{E} \tag{61}
\]

\[
\nabla \times \hat{E} = - j \omega \mu \hat{H} \tag{62}
\]

Here, the magnetic field was normalized according to

\[
\hat{\Phi}_0 = - j \eta_0 \hat{H}
\]

The grid was also normalized according to

\[
x' = k_0 x, \ y' = k_0 y \text{ and } z' = k_0 z
\]

The two curl equations were expanded in Cartesian coordinates

\[
\text{Curl of } \hat{E} \quad \text{Curl of } \hat{H}
\]

\[
\frac{\partial E_z}{\partial y} - \frac{\partial E_y}{\partial z} = \mu_{xx} \hat{\Phi}_0 \tag{63}
\]

\[
\frac{\partial \hat{\Phi}_0}{\partial y} - \frac{\partial \hat{\Phi}_0}{\partial z} = \varepsilon_{xx} E_x \nonumber
\]

\[
\frac{\partial E_z}{\partial z} - \frac{\partial E_z}{\partial x} = \mu_{yy} \hat{\Phi}_0 \tag{64}
\]

\[
\frac{\partial \hat{\Phi}_0}{\partial z} - \frac{\partial \hat{\Phi}_0}{\partial x} = \varepsilon_{yy} E_y \tag{67}
\]
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The partial derivative in these equations were then approximated using finite-difference to obtain the following equations.

Curl $E$

\[
\frac{E_{z}^{i,j+1,k} - E_{z}^{i,j,k}}{\Delta y} - \frac{E_{y}^{i,j+1,k} - E_{y}^{i,j,k}}{\Delta z} = \mu_{xx} \frac{\partial H_{x}^{i,j,k}}{\partial y}
\]

(69)

Curl $H$

\[
\frac{H_{y}^{i+1,k} - H_{y}^{i,k}}{\Delta y} - \frac{H_{x}^{i+1,k} - H_{x}^{i,k}}{\Delta z} = \epsilon_{xx} \frac{\partial E_{x}^{i,j,k}}{\partial y}
\]

(70)

\[
\frac{E_{x}^{i+1,j,k} - E_{x}^{i,j,k}}{\Delta z} - \frac{E_{z}^{i+1,j,k} - E_{z}^{i,j,k}}{\Delta x} = \mu_{yy} \frac{\partial H_{y}^{i,j,k}}{\partial z}
\]

(71)

\[
\frac{H_{z}^{i+1,j,k} - H_{z}^{i,j,k}}{\Delta z} - \frac{H_{x}^{i+1,j,k} - H_{x}^{i,j,k}}{\Delta x} = \epsilon_{yy} \frac{\partial E_{y}^{i,j,k}}{\partial z}
\]

(72)

\[
\frac{E_{y}^{i+1,j,k} - E_{y}^{i,j,k}}{\Delta x} - \frac{E_{x}^{i+1,j,k} - E_{x}^{i,j,k}}{\Delta y} = \mu_{zz} \frac{\partial H_{z}^{i,j,k}}{\partial x}
\]

(73)

\[
\frac{H_{x}^{i+1,j,k} - H_{x}^{i,j,k}}{\Delta x} - \frac{H_{z}^{i+1,j,k} - H_{z}^{i,j,k}}{\Delta y} = \epsilon_{zz} \frac{\partial E_{z}^{i,j,k}}{\partial x}
\]

(74)

For the next part of the FDFD, the fact that any linear operation on a vector can be performed using a square matrix was used. Six derivative matrices were introduced to perform the derivative operations in Maxwell’s equations. $D_{x}^{e} D_{y}^{e}, D_{z}^{e}$ perform respectively the x, y and z derivatives of the electric fields. $D_{x}^{h} D_{y}^{h}, D_{z}^{h}$ perform respectively the x, y and z derivatives of the magnetic fields. The bigger the size of the grid, the bigger the derivative matrices will be. They can be become relatively large and required a lot of memory to store. To mitigate this problem, the matrices were stored and manipulated as sparse matrices because they are mainly filled with zeros.
\[ D^e_y e_z - D^e_z e_y = \mu_{xx} \frac{\Phi_0}{x} \]  \hspace{1cm} \[ D^h_y \frac{\Phi_0}{z} - D^h_z \frac{\Phi_0}{y} = \varepsilon_{xx} e_x \]  

(75) 

(78) 

\[ D^e_x e_z - D^e_z e_x = \mu_{yy} \frac{\Phi_0}{y} \]  \hspace{1cm} \[ D^h_x \frac{\Phi_0}{z} - D^h_z \frac{\Phi_0}{x} = \varepsilon_{yy} e_y \]  

(76) 

(79) 

\[ D^e_y e_x - D^e_x e_y = \mu_{zz} \frac{\Phi_0}{z} \]  \hspace{1cm} \[ D^h_y \frac{\Phi_0}{x} - D^h_x \frac{\Phi_0}{y} = \varepsilon_{zz} e_z \]  

(77) 

(80) 

**Implementation of FDFD**

Now, that the required equations are found, the next step is to look at the numerical boundary conditions. It can be seen from the curl equations that in order to find the values the electric and/or magnetic fields inside a cell, their values in adjacent cells are needed. It is easy to see that there will be a problem at the boundaries of the grid. To solve this problem, numerical boundary conditions need to be applied.

Three types of boundary condition will be discussed here:

- Dirichlet: The value outside of the grid are set assumed to be 0

- Periodic: The value of the field outside of the grid is the same as the value of field at the other side of the grid.

- Periodic with Bloch’s theorem adjustment: It is not the values of the field that are periodic but their amplitude-envelop; therefore, a phase tilt correction is applied to the periodic boundary conditions

**Reduction to 2D model**

Any physical problem is a 3D problem. Sometimes in particular situations, a 3D problem can be approximated to a 2D or even 1D problem. It was decided to use a 2 D approximation. To be able to simulate the model in 2D, it was assumed that the device was uniform along the z-direction and that the propagation was restricted to the x-y plane.
Leading to:
\[
\frac{\partial}{\partial z} = 0 \rightarrow D_z^e = D_z^h = 0
\]

**Curl E**

\[
D_y^e e_z = \mu_{xx} \frac{\partial}{\partial x} \quad (81)
\]

\[
-D_x^e e_z = \mu_{yy} \frac{\partial}{\partial y} \quad (82)
\]

\[
D_x^e e_y - D_y^e e_x = \mu_{zz} \frac{\partial}{\partial z} \quad (83)
\]

**Curl H**

\[
D_y^h \frac{\partial}{\partial x} = \varepsilon_{xx} e_x 
\]

\[
-D_x^h \frac{\partial}{\partial y} = \varepsilon_{yy} e_y 
\]

\[
D_x^h \frac{\partial}{\partial y} - D_y^h \frac{\partial}{\partial x} = \varepsilon_{zz} e_z 
\]

Maxwell’s equations have decoupled into two distinct modes. The first mode only contains \( \frac{\partial}{\partial y}, \frac{\partial}{\partial x} \text{ and } e_z \) and it is called the E mode. The second mode only contains \( e_y, e_x, \text{ and } \frac{\partial}{\partial z} \), it is the H mode.

**E Mode** (\( \frac{\partial}{\partial y}, \frac{\partial}{\partial x} \text{ and } e_z \))

\[
D_y^h \frac{\partial}{\partial x} - D_x^h \frac{\partial}{\partial y} = \varepsilon_{zz} e_z 
\]

\[
D_x^e e_y - D_y^e e_x = \mu_{zz} \frac{\partial}{\partial z} 
\]

\[
D_y^e e_z = \mu_{xx} \frac{\partial}{\partial x} 
\]

\[
-D_x^e e_z = \mu_{yy} \frac{\partial}{\partial y} 
\]

**H Mode** (\( e_y, e_x, \text{ and } \frac{\partial}{\partial z} \))

\[
D_y^h \frac{\partial}{\partial x} = \varepsilon_{xx} e_x 
\]

\[
-D_x^h \frac{\partial}{\partial y} = \varepsilon_{yy} e_y 
\]

Matrix wave equations

**E Mode**

\[
\frac{\partial}{\partial x} D_y^e e_z = \mu_{xx} \frac{\partial}{\partial x} 
\]

Substituting the expression into the first equation gives
\[ D_x^h (\mu_{yyyy}^{-1} D_y^e e_z) - D_y^h (\mu_{xx}^{-1} D_y^e e_z) = \varepsilon_{zz} e_z \quad A_x e_z = 0 \]

\[-D_x^h \mu_{yyyy}^{-1} D_y^e e_z - D_y^h \mu_{xx}^{-1} D_y^e e_z = \varepsilon_{zz} e_z \quad \text{with} \quad A_x = D_x^h \mu_{yyyy}^{-1} D_y^e + D_y^h \mu_{xx}^{-1} D_y^e + \varepsilon_{zz} \]

\[(D_x^h \mu_{yyyy}^{-1} D_y^e + D_y^h \mu_{xx}^{-1} D_y^e + \varepsilon_{zz}) e_z = 0 \quad (93)\]

**Two wave equations**

**E Mode**

\[ A_x = D_x^h \mu_{yyyy}^{-1} D_y^e + D_y^h \mu_{xx}^{-1} D_y^e + \varepsilon_{zz} \quad (94) \]

**H Mode**

\[ A_h = D_x^e \varepsilon_{yyyy}^{-1} D_y^h + D_y^e \varepsilon_{xx}^{-1} D_y^h + \mu_{zz} \]

(95)

**Plane wave source**

To have a solution of the wave equation that is not zero, a source has to be incorporated.

\[ Ae = b \]

The sources used in this dissertation are a plane wave sources. Once the source is put on the grid, the next thing to do is to add an absorbing layer at the edge of the grid so that waves hitting the grid boundary are absorbed and not reflected. The first coming to mind would be to build loss at the boundary of the grid. The problem with this approach is that reflection depends on the extinction coefficient. This dependency is shown in the formula from Eq. (96) below

\[ R = \frac{(1 - n)^2 + \kappa^2}{(1 + n)^2 + \kappa^2} \quad (96) \]

\( n \) and \( \kappa \) are the ordinary refractive index and the extinction coefficient.

The problem is solved by using anisotropy. The loss is introduced without the reflection. To do so, a uniaxial perfectly matched layer (UPML) is added at the edge of the grid. The UPML is achieved by incorporating a lossy anisotropic material at the edge of the grid. It slowly absorbs any wave incident on it. The reflected portions of the source will be taken between the source
and the UPML and the transmitted portions between the object and the UPML. The absorbance was calculated by subtracted the sum of the reflection and the transmission to one.

Now, it is time to simulate. The first step is to construct the device on a grid by assigning values of permittivity to each point in a 2D array representing the device and its surroundings. A representative device on a grid is presented in Figure 49 by ER2. The top part is the PML, then air, followed by the solvent and inside the solvent the material (one nanoparticle was used in this example), air and the PML again. There are also a periodic boundaries conditions on the sides of the grid. The second part is just to show the source and the last part shows what happens to the source when it interacts with the different components inside the grid.

![Figure 49: Presentation of the grid, the source and the source inside the field](image)

Simulations with different size of Ag, Au and FeS\textsubscript{2} nanoparticles were performed. The results are respectively presented in Figure 50, Figure 51 and Figure 52.
The different sizes of the spherical metallic nanostructures simulated were 6, 8, 10, 20, 40, 50, 60, 70, 80, 90 and 100 nm. The sizes of the semiconductor nanoparticles simulated were 20, 30, 40 and 50 nm. The optical constants that were necessary for this part were not measured but taken from literature. The refractive index and the extinction coefficient of gold and silver were taken from [116]. The dielectric constant of iron pyrite was taken from [67].

When looking at the results for the absorption spectra of Ag and Au nanoparticles with different sizes, it is easy to see that the plasmonic peak shifts to the right as the size of the nanoparticles increases as it was expected. The peak broadens as the size of the nanoparticles increases. Also, in the case of silver, there is the presence of a second peak, which is attributed to the quadrupole. And as expected the quadrupole peak increases with the increase of the size of the particles. It can also be seen that the shifts of the peak and the position of the peak differ from what was observed in the absorption measured in the lab. This can be due to several things.

Figure 50: Simulated absorption spectra of different sizes of silver nanoparticles
The first one being the fact that the simulated nanoparticles were spherical, which might not be exactly the case. The position of plasmonic peaks is related to shape of the particles, this approximation is one of the reasons of the shift in the peak. Another reason is the effect of the ligands. The ligands change the dielectric constant at the surface of the nanoparticle and this change will influence the position of the peak. The last thing is the 2D approximation that was done. There are also many particles with different sizes involved and the interaction between the particles of different sizes plays a role in the shift.

![Simulated absorption spectra of different sizes of gold nanoparticles](image)

**Figure 51:** Simulated absorption spectra of different sizes of gold nanoparticles

In the case of the simulation of the absorption spectrum of iron pyrite, the bandgap was obtained around 0.9 eV for the large particle but increases as the size of the particles decreases. The shape of the absorption spectra looks more like the spectra of the smaller 20 nm particle, which is closed to the average size of the particles that was calculated using the Scherrer formula. The difference between the simulated absorption spectra and the measured absorption,
just like in the metallic particles case can also come from the shape of the particles, the interaction between particles, the actions of the ligand and the 2D approximation. The difference in the shape is even more pronounced for the iron pyrite particle. The synthesized Au and Ag particles are almost spherical, while FeS$_2$ nanoparticles have completely random shapes. Here, the goal is primarily to study the effects on the optical properties of the semiconductor when coupled with metallic nanostructure; therefore, reproducing the exact shape of the particle is only secondary and not necessary.

![Figure 52: Simulation of the absorption spectra of different sizes of FeS$_2$ nanoparticle](image)

In order to study the effects of the metallic nanocrystals, at the surface of the FeS$_2$ nanoparticles, on the optical properties, it was first decided to look at the effects of metallic shells at the surface of FeS$_2$ nanoparticles. Ag/Au and Au/Ag core shell were first investigated because of the availability of such examples in the literature [117], [118]. In order to do these
simulations, it is imperative to make sure that the dielectric constant values of all material exist at the same set of wavelengths. To do so, origin software was used to extrapolate values of the dielectric constant of Ag, Au and FeS$_2$ to make them exist at the exact same points. A presentation of the evolution of the shell thickness, while the core stays constant is presented in Figure 53. The left image just show the semiconductor without the shell, the second image shows the semiconductor with a thin metallic shell and the third image show nanoparticles with the thick shell. The size of the shell goes from zero to the radius of the core. The picture was made using the values of the respective dielectric constants at 1650 nm. The change in color of the dielectric constant from the first to the second image comes from the introduction of the metallic particle. The dielectrics from image one stay the same but the color bar changes because of the metal, inducing the color change.

![Diagram showing the evolution of the shell thickness](image)

*Figure 53: Iron pyrite core with thicknesses of metallic nanostructure shells*

It was also investigated if the effective dielectric constant could be used. This was investigated because it could possibly speed up the simulation time if the formula for the effective dielectric works in this case. The formula for the effective dielectric constant is the following
The simulations of the Ag/Au and Au/Ag core shells and their effective refractive index are presented in Figure 54 and Figure 55. For these simulations, the core had a radius of 20 nm and the shell was varied from 0 to 18 nm by increments of 2 nm.

\[
\varepsilon'_2 = \varepsilon_2 \left[ \left( \frac{R_1}{R_2} \right)^3 + 2 \left( \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + 2\varepsilon_2} \right) \right] \left[ \left( \frac{R_1}{R_2} \right)^3 - \left( \frac{\varepsilon_3 - \varepsilon_2}{\varepsilon_3 + 2\varepsilon_2} \right) \right] [119] \quad (97)
\]

The plasmonic peak of the shell gradually grows with the increase of the shell thickness; while the plasmonic of the core decreases as the size of the shell increase, to finish by eventually disappearing. This can be related to the results from the first part of this chapter. The plasmonic peak of the small gold nanostructure was not observed in the absorption spectra of FeS\textsubscript{2}/Au nanoparticles, while the plasmonic peak of the big silver nanostructure was somehow responsible for the increase in the
absorption spectra of FeS$_2$/Ag nanoparticles. There is a slight difference between the Ag/Au core shell and the Au/Ag core shell, it takes more time for the peak of the core to disappear in the Au/Ag core shell case. This could be due to the fact that the plasmonic peak of silver is mainly due to scattering, while the peak of gold is due to absorption. The shell might scatter a small portion of the light in the direction of the core. The effect of the surrounding refractive index on the position of the plasmonic peak can also be seen in the results.

Figure 55: Simulated absorption spectra of Au/Ag core shell nanoparticles and their equivalent particles. The size of the Au particle is 20 nm

The position of the plasmonic peak silver in the Au/Ag core shell shifts and broaden as the silver shell is increased. When using the effective refractive index, it can be seen that the decrease of the plasmonic peak of the core is happening slower than in the normal core/shell configuration. This happened because, at this resonance wavelengths, the metal is not pure anymore but a hybrid composed of the original metal and a portion of the second metal; therefore, the strength of the resonance is decreased. For small thicknesses of the shell the effect
of the effective refractive index matches the effect of the original core/shell. This allows the possible use of the effective refractive index for the simulation of the actual nanoparticle as the shell is thin in that case.

After the simulations of Ag/Au and Au/Ag core shells and their effective refractive index, and seeing that the results are similar to experimental results in literature, it was time to do the simulations of the FeS$_2$/Au and FeS$_2$/Ag core/shells nanoparticles and their effective refractive index. The results of the simulations are presenting in Figure 56 and Figure 57.

In this case, the radius of the semiconductor changed from 20 to 50 nm with 10 nm increments. The thickness of the shell was varied from 0 to radius of the shell by increments of quarter of the radius. For the simulation of the semiconductor/metal core shell, just like in the experiment, toluene was used instead of chloroform leading to a small difference in the two spectra of the
iron pyrite nanoparticles. In the FeS$_2$/Ag and FeS$_2$/Au just like for Ag and Au core shell, as the thickness of the shell increases the spectrum starts looking more and more like the spectrum of the shell and less and less like the spectrum of the core. The noticeable difference between the metal/metal core shell and the semiconductor/shell is the feature in the near infrared (NIR) region.

![Simulated absorption spectra of FeS$_2$/Au core shell nanoparticles. The size of the FeS$_2$ particle varies from 20 to 50 nm by 10 nm increments](image)

**Figure 57:** Simulated absorption spectra of FeS$_2$/Au core shell nanoparticles. The size of the FeS$_2$ particle varies from 20 to 50 nm by 10 nm increments

This feature appears with both silver and gold shell. The feature shifts to the left as the thickness of the shell increases. This peak is associated with the plasmonic peak of FeS$_2$. The position of the plasmonic peak of semiconductor just like the plasmonic peak of metal is affected by the dielectric constant of the surrounding. The shift is more pronounced than the shift of in the case of the metal. This is because semiconductor have less free electrons than metal. Plasmonic is a collective phenomenon of electrons; therefore, a perturbation of the surrounding will affect
more the collective with less electrons. As the thickness of the shell increases the shift become less and less important.

The simulations of the emission of the particles proved to be quiet challenging, it was therefore decided to study, the ratio of the absorption before and after the shell and try to correlate it to an increase or a decrease in the emission of the semiconductor nanoparticle. The results of the absorption spectra ratios of the semiconductor/metal core/shell nanoparticles are presented in Figure 58 and Figure 59.

Figure 58: Absorption Enhancement of different size FeS$_2$ nanoparticles with Ag shell

The plasmonic peak of the iron pyrite is multiplied by 240 for the 20 nm iron pyrite nanoparticle when a silver shell of 5 nm. It is respectively multiplied by 150, 150 and 120, when the shell thicknesses are 10 nm, 15 nm and 20 nm. The plasmonic peak of the iron pyrite is multiplied by 390 for the 20 nm iron pyrite nanoparticle when a gold shell of 5 nm. It is respectively multiplied by 170, 160 and 115, when the shell thicknesses are 10 nm, 15 nm and 20 nm. For same size of the core and same thickness of the shell there was a right
shift of the semiconductor plasmonic peak when gold was replaced by silver. The plasmonic peak shift right when the size of the semiconductor is increased but shift left when the thickness of the core is increased. The plasmonic peak of the semiconductor is in the IR region above the wavelength of the first direct bandgap. Therefore, it is not going to affect the photoluminescence. Only the enhancement that happens before the direct bandgap can affect the luminescence.

The enhancement varied between 2 and 4 for the 20 nm core and the silver shell. The enhancement varied between 3 and 9 for the same size of the core but with gold instead of silver. Here, the enhancement increases with the increase of the thickness of the shell. This is in agreement with the hypothesis that the strength of the PL follows the same trend than the size of the shell. The PL not having a one to one relation with the absorption, the increase of the absorption will not be the same as the increase of the PL. On top of that, the effect of the coupling should also be considered; therefore, it is only passed a certain shell thickness threshold that the PL will start to increase, like it was observed in the experimental part.
There is just a small problem with the core/shell model. The nanocrystals at the surface of the semiconductor are not forming a shell, but instead they are randomly arranged at the surface of the semiconductor just like it is the case in [120]. In order to simulate this, the size of a metallic nanostructure at the surface of the semiconductor will varies and the changed of the absorption was studied. The size change of the metallic nanostructure is presented in Figure 60.
The results of the simulations are presented in Figure 61 and Figure 62 for the silver and gold. For the simulation, the size of the core was again varied from 20 to 50 nm. The radius of the metallic nanostructure was half of the radius of the semiconductor. The metallic nanostructure was centered at different points away from the center of the semiconductor nanoparticle in the x axis. The different positions were varied from the radius of the metal to the sum of the two radii by increments of the quarter of the radius of the semiconductor. The metallic nanostructure was placed on the grid first and the semiconductor second. Therefore, if there was an intersection, the place would have the value of the dielectric of the semiconductor, just like it can be seen from the first image of Figure 60.

![Figure 61: Absorption and enhancement spectra of FeS₂ nanoparticles with Ag](image-url)
When looking at the results, there are some similarities and some differences with the results with the core shell model. Just like in semiconductor, the plasmonic peak of the semiconductor is present in the IR region and the peak shift to the left as the metallic structure moves to the right. This is again in agreement with the effect of the dielectric constant of the surrounding on the position of the peak. As the particles shifts right, the dielectric constant of the medium is more and more perturbed affecting differently the semiconductor. The enhancement is lower than the enhancement of the core shell. In the core shell, there is a bigger interface between the metal and the semiconductor. When metal located at three quarters of the radius of the semiconductor there are more than 2 peaks. For 20 nm particles, there are three peaks and one shoulder. For 30 nm, there are two peaks and one shoulder and for 40 and 50 nm, there are two peaks. These peaks are probably higher modes of the resonance of the semiconductor.

Figure 62: Absorption and enhancement spectra of FeS$_2$ nanoparticle with Au
The second peak becomes more of a shoulder as the metal moves away from the semiconductor. When the metal is located at three times the radius of metallic nanostructure, there is no more peak, the enhancement flattens. Contrary to the core shell, the shoulder feature presents in the absorption spectrum of the iron pyrite nanoparticle does not flatten but become even more pronounced as the metal moves to the right. In the core/shell case, the metal was absorbing or scattering the light before it reaches the semiconductor, reducing the amount of light the semiconductor could absorb; therefore, resulting in the decrease in intensity of the shoulder feature. Here, there is more light going to the semiconductor because of scattering of the light from the Au or Ag.

Iron pyrite nanoparticles were successfully coupled with metallic gold and silver nanostructures. The absorption spectra of the coupled nanoparticles did show little traces of the metallic nanostructures, because of the small size of the gold or silver particles. A change was present in the photoluminescence spectra, where the particle with gold showed a reduction of emission. Some of the particles coupled with silver showed a decrease while the rest showed an increase. The nanostructures introduced trap states inside the bandgap of the iron pyrite and the metal needed to be big enough to overcome the effect of the traps with its plasmonic effect. The coupled nanoparticles were simulated using finite difference frequency domain and the results matched the experimental results. The simulations also showed an absorption in the IR region that was accredited to the plasmonic effect of this time the semiconductor. This absorption was not present in the experiment because of the size of the metal. When small nanoparticle sizes were used in the simulation this peak was weak.
CHAPTER 7: CONCLUSION

Iron pyrite nanoparticles were successfully synthesized using a hot injection method. The nanoparticles were characterized to ensure that the right phase was synthesized and to make sure that neither marcasite nor any other iron to sulfur ratio materials were synthesized along with pyrite. Characterization, XRD and Raman spectroscopy confirmed that the nanoparticles were pure pyrite. The ligands used during the synthesis were amines, either oleylamine or hexadecylamine. In order to passivate the surface of the particles and improve their stability, the native organic ligands were replace by inorganic ligands. The ligands chosen were Sb, Fe and (NH₄)₂S. The ligand exchange was done using a bi-phase process between chloroform and formamide. The ligand exchange was confirmed using FTIR spectroscopy, because of the disappearance of the amine peak in the spectrum of the particles after the exchange. Characterization was again done to confirm that there was no pyrite phase change after the exchange. Two stabilities were studies, the long term air stability and the stability to relatively high temperature.
To study the temperature stability, iron pyrite thin films were made by depositing the particles on a substrate of molybdenum deposited on soda lime glass using spray pyrolysis. The deposition temperatures were 300°C, 250°C and 200°C. Characterizations were once again done to verify the stability after deposition. The XRD and Raman measurement show that the nanoparticles stay pyrite. Some shift in the peak in the Raman spectra were noticed. These shifts were due to the ligand at the surface of the particles that affect the vibrational mode of the atoms in the FeS$_2$ crystal. For the air stability, the thin films and the nanoparticles were stored in atmosphere for one year and they were characterized before and after storing to study the difference. For this part, the particles were place in a different solvent than the solvent used for the thin film deposition. The solvent used for the deposition was dimethylformamide, this solvent was chosen because of its high boiling point, but DMF was attacking the surface of the particles and their stability was greatly degraded. The solvent was replaced by ethanol. After 1 year, the phase of nanoparticle in solution and the films did not change. Solar cell of the particles were also made but the performances were poor, they did not exhibited any photovoltaic behavior. This was due to effect of ligands introducing trap states inside the band gap of the material, creating an almost metallic layer at the surface of the pyrite and the films. The absorption coefficient of pyrite being really high, most of its absorption happen at the surface; therefore as long as this problem is not fixed it will be difficult to make high efficiency iron pyrite solar cells.

The high conductivity of the film might have been detrimental for solar cell application but was interesting for another renewable energy application, mainly thermoelectric. The thermoelectric properties of the iron pyrite nanoparticles were investigated. First, the properties of the particles before ligand exchange was measured and/or calculated. The ZT power of the
particles was low and the seebeck coefficient of the particles was positive, making the particles p-type. Then, the ligands of the particles were exchanged and the thermoelectric was measured, the electrical properties were improved by an order of magnitude, while the seebeck remained in the same range. The ZT was in the order of $10^{-3}$. For state of the art thermoelectric material and even for iron pyrite this number was low. To further improve the ZT, iron pyrite was successfully doped by cobalt using a 2 steps hot injection method. Cobalt doped iron pyrite nanoparticles were successfully synthesized with the molar fraction of the dopant going from 0 to 20%. The ZT of the Fe$_{0.8}$Co$_{0.2}$S$_2$ nanoparticles was in the order of $10^{-1}$. That is a 2 order of magnitude increase from the undoped iron pyrite after ligand exchange and one order of magnitude increase from the previous record of iron pyrite ZT. This increase was obviously attributed to the increase in charge carriers and the change in the type of conduction of the nanoparticles from p to n type. The electron mobility in iron pyrite being two order of magnitude higher than its counterpart carrier. After the successful enhancement of the electrical properties of iron pyrite, the next step was to improve its optical properties.

To improve the optical properties of the iron pyrite nanoparticles, the particles were coupled with metallic particles of Au and Ag. First, the gold nanocrystals were successfully synthesized and their UV-Vis was measured to confirm; then the FeS$_2$ nanoparticles were synthesized, but for this part instead of chloroform as the solvent, toluene was used instead. Toluene was used to have the particles and the metallic in the same solvent. For the doping, the Au solution was added drop wise in the iron pyrite solution. The UV-Vis was again done after the coupling but no significant difference was noticed between the spectra before and after. It was speculated that the particle was too small to have an influence in the spectra of the combined particles. The PL spectroscopy of the combined particles was measure and compared with the
spectrum of the particles before coupling. The PL saw an important decrease after the coupling. There could be an electron transfer between the iron pyrite and Au, but the conflicted values of the vacuum level of the iron pyrite did not allow a more affirmative answer. For synthesis of FeS$_2$/Ag two methods were used. The first method was done by galvanic replacement of gold in the FeS$_2$/Au nanoparticles by silver. For the second method after the synthesis of iron pyrite nanoparticles, silver precursor was introduced in the reactor to growth the metallic structure at the surface of the semiconductor. The absorption spectra of the coupled showed little difference from the uncoupled particles. The silver structure growth in the reactor with iron pyrite saw an increase, while the rest saw a decrease. The reason is thought to be that the metallic nanostructures were bigger and the enhancement in the absorption of the iron pyrite nanoparticles, cause by the strong scattering on light, overcame the traps that could have been introduced in the band gap.

Simulations of nanoparticles were done, to see, if the results could be reproduced by simulation. The simulation method used was finite difference frequency domain (FDFD). This method was used because of its ease to use and implement. The absorption spectra of Au, Ag and iron pyrite nanoparticles were simulated. The results were a little bit different to the experimental values but the trend seen in the simulations is in agreement with the results observed during the experiments. This was due, to the different approximations that were done during the simulation. Different core shells, Au/Ag, Ag/Au, FeS$_2$/Au and FeS$_2$/Ag were also simulated. Two things were taken from these simulations. First, for thin core shell both peak are visible but as the shell increases, the peak of the core eventually disappears. The second thing is the plasmonic peak of iron pyrite is in the infrared region. The plasmonic position of the peak could be tuned by changing the thickness of the shell.
OUTLOOK

As previously mentioned more work needs to be done before having high efficiency iron pyrite solar cells. The most important thing is to solve the surface detects, which combined with the high absorption coefficient of the materials make it detrimental for the efficiency of the cells. The culprit of the surface defect needs to be further investigated. Investigation of more ligands for surface passivation should as well be carried out.

The synthesis of cobalt doped iron pyrite should be improved, to have more monodispersed nanoparticles. More synthesis temperatures should also be investigated. Ligand exchange/displacement effects on the electrical properties of the doped nanoparticles needs to be studied, the doped particles used in this did not undergo ligand exchange. The ratio of Co to Fe ration should be increased and its effect on the electrical and thermal conductivities should be investigated.

The size of the metallic nanostructures attached to the iron pyrite nanoparticles should be increased and the effect of the size increase on the absorption spectrum should be studied. Experiments should be done to reproduce the plasmonic peak observed in the simulations. If confirmed by experiment, iron pyrite plasmonic peak could be used in biomedical and in infrared photodetectors. A shell should be approximated using the Maxwell-Garnett effective media formula, where the metallic nanocrystals will be considered to be randomly dispersed in the solvent for a more accurate simulation. The material with such a dielectric constant will then be used as shell with FeS$_2$ as a core. For the effects on the intensity of the photoluminescence, investigation of the implementation of the Purcell factor without using the Lumerica software, FDTD should be carried out. 3D simulation should be carried out. Simulation using FDTD and finite element method (FEM) should also be done and compared with the results from FDFD.
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APPENDIX

Matlab Codes

calcpml2d, function that calculates the PML parameters on a 2D grid

function [sx,sy] = calpml2d(NGRID, NPML)

% This MATLAB function calculates the PML parameters sx and sy
% to absorb outgoing waves on a 2D grid

% Input Arguments
% ==============
% NGRID Array containing the number of points in the grid
% = [ Nx Ny ]
% NPML Array containing the size of the PML at each boundary
% = [ Nxlo Nxhi Nylo Nyhi ]

% Output Arguments
% ================
% sx, sy 2D arrays containing the PML parameters on a 2D grid

clc;

N0 = 376.73032165;           % free space impedance
amax = 3;
cmax = 1;
p = 3;
Nx2 = NGRID(1)*2;
Ny2 = NGRID(2)*2;
Nxlo = NPML(1);
Nxhi = NPML(2);
Nylo = NPML(3);  
Nyhi = NPML(4);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
% PML  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  

% Initialization of [sx sy]  
sx = ones(Nx2,Ny2);  
sy = ones(Nx2,Ny2);

% Add Xlo PML  
for nx = 1 : Nxlo  
    cx = cmax * (sin (pi*nx/(2*Nxlo)))^2;  
    ax = 1 + amax * (nx/Nxlo)^p  
    sx(Nxlo-nx+1,:) = ax * ( 1 +1i*N0*cx);  
end

% Add Xhi PML  
for nx = 1 : Nxhi  
    cx = cmax * (sin (pi*nx/(2*Nxhi)))^2;  
    ax = 1 + amax * (nx/Nxhi)^p  
    sx(Nx2-Nxhi+nx,:) = ax * ( 1 +1i*N0*cx);  
end

% Add Ylo PML  
for ny = 1 : Nylo  
    cy = cmax * (sin (pi*ny/(2*Nylo)))^2;  
    ay = 1 + amax * (ny/Nylo)^p  
    sy(:,Nylo-ny+1) = ay * ( 1 +1i*N0*cy);  
end

% Add Yhi PML  
for ny = 1 : Nyhi  
    cy = cmax * (sin (pi*ny/(2*Nyhi)))^2;  
    ay = 1 + amax * (ny/Nyhi)^p  
    sy(:,Ny2-Nyhi+ny) = ay * ( 1 +1i*N0*cy);  
end
Yeeeder, function that constructs Yee Grid Derivative operators on a 2D grid.

**function** [DEX,DEY,DHX,DHY] = yeeder(NGRID,RES,BC,kinc)

% YEEDER Construct Yee Grid Derivative Operators on a 2D Grid
%
% [DEX,DEY,DHX,DHY] = yeeder(NGRID,RES,BC,kinc);
%
% Note for normalized grid, use this function as follows:
%
% [DEX,DEY,DHX,DHY] = yeeder(NGRID,k0*RES,BC,kinc/k0);
%
% Input Arguments
% =================
% NGRID [Nx Ny] grid size
% RES [dx dy] grid resolution of the 1X grid
% BC [xbc ybc] boundary conditions
% -2: periodic (requires kinc)
% 0: Dirichlet
% kinc [kx ky] incident wave vector
% This argument is only needed for periodic boundaries.
%
% Note: For normalized grid coordinates, you may need to use
% [DEX,DEY,DHX,DHY] = yeeder(NGRID,k0*RES,BC,kinc/k0);

%%%%% Initialize


clc;

a = 1; % size of the material
Nx = NGRID(1);
Ny = NGRID(2);
dy = RES(2);
dx = RES(1);

% Nx = 5;
% Ny = 6;
% dy = 1;
% dx = 1;

GAMx = Nx*dx;
GAMy = Ny*dy;

% Construct the derivative Matrices
% initialize the matrices
DEX = sparse(Nx*Ny,Nx*Ny);
DEY = sparse(Nx*Ny,Nx*Ny);
DHX = sparse(Nx*Ny,Nx*Ny);
DHY = sparse(Nx*Ny,Nx*Ny);

DIAG = ones(Nx*Ny,1); % Colon vector to put in the diagonal
if ((BC(1)+Nx) == 1) || ((BC(1)==0))
  % Put the diagonal terms
  DEX = spdiags(-DIAG,0,DEX);
  DEX = spdiags(DIAG,1,DEX);

% Boundary condition corrections

% First Dirichlet

for i = 1 : Ny-1
  qi = Nx*(i-1) + Nx;
  j = qi+1;
  DEX(qi,j)=0;
end
switch BC(1)
  case 0,
  case -1,% Periodic
    for i = 1 : Ny
      qi = Nx*(i-1)+Nx;
      j = Nx*(i-1) +1;
      DEX(qi,j)= 1;
    end
  case -2,% Pseudo-periodic
    deltapx = exp(1i*kinc(1)*GAMx);
    if (BC(1)+Nx) == -1 % For when Nx == 1 and BC(1) is -2
      deltapx = 1i*abs(deltapx)*kinc(1);
    end
    for i = 1 : Ny
      qi = Nx*(i-1)+Nx;
      j = Nx*(i-1) +1;
      DEX(qi,j)= deltapx;
    end
  otherwise
    error('Improper boundary condition.');
  end
  DEX = DEX / dx;
end

%%% Derivative matrix for Ey
if ((BC(2)+Ny) ~= 1) || ((BC(2)==0))
% Put the diagonal terms
DEY = spdiags(-DIAG,0,DEY);
DEY = spdiags(DIAG,Nx,DEY); % Takes also care of Dirichlet

switch BC(2)
% Dirichlet
  case 0,
% Periodic
    case -1,
      q = 1 : Nx
      qi = Nx*(Ny-1) +i;
      j = i;
      DEY(qi,j)= deltapay;
    end
% Periodic & Pseudo Periodic
    case -2,
      deltapay = exp(1i*kinc(2)*GAMy);
      if (BC(2)+Ny)== -1 % For when Ny == 1 and BC(2) is -2
        deltapay = 1i*abs(deltapay)*kinc(2);
      end
    for i = 1 : Nx
      qi = Nx*(Ny-1) +i;
      j = i;
      DEY(qi,j)= deltapay;
    end
  otherwise,
    error('Improper boundary condition');
end
DEY = DEY / dy;
end

if ((BC(1)+Nx) ~= 1) || ((BC(1)==0))
% Put the diagonal terms
DHX = spdiags(DIA,G,0,DHX);
DHX = spdiags(DIAG,1,DHX);
%full(DHX)
% First Dirichlet
for i = 2 : Ny
    qi = Nx*(i-1) + 1;
    j = qi-1;
    DHX(qi,j) = 0;
end
switch BC(1)
    case 0,
    case -1, % Periodic
        for i = 1 : Ny
            qi = Nx*(i-1)+ 1;
            j = Nx*(i-1) + Nx;
            DHX(qi,j) = -1;
        end
    case -2, % Pseudo-Periodic
        deltapx = exp(-1i*kinc(1)*GAMx);
        if (BC(1)+Nx) == -1 % For when Nx == 1 and BC(1) is -2
            deltapx = -1i*abs(deltapx)*kinc(1);
        end
        for i = 1 : Ny
            qi = Nx*(i-1)+ 1;
            j = Nx*(i-1) + Nx;
            DHX(qi,j) = -deltapx;
        end
    otherwise,
        error('Improper boundary condition');
    end
    DHX = DHX / dx;
end
if ((BC(2)+Ny) ~= 1) || ((BC(2)==0))
    % Put the diagonal terms
    DHY = spdiags(DIAG,0,DHY);
    DHY = spdiags(-DIAG,-Nx,DHY); % Already covers Dirichlet
switch BC(2)
    case -0, % Dirichlet
    case -1, % Periodic
for i = 1 : Nx
    j = Nx*(Ny-1) + i;
    DHY(i,j)= -1;
end

case -2, % Pseudo Periodic
    deltapy = exp(-i*kinc(2)*GAMy);
    if (BC(2)+Ny) == -1 % For when Ny == 1 and BC(2) is -2
        deltapy = -i*abs(deltapy)*kinc(2);
    end
    for i = 1 : Nx
        j = Nx*(Ny-1) + i;
        DHY(i,j)= -deltapy;
    end
    otherwise,
        error('Improper boundary condition.);
    end
    DHY = DHY / dy;
End

Fdfd 2d program that performs 2d finite difference frequency domain of different size of iron pyrite nanoparticles

% FeS2_particles.m
% Program that calculates the absorption, transmission
% , reflection spectra of FeS2 nanoparticle and plot the different spectra
% It also saves the spectra on a csv file.

% Initialize Matlab

close all;
clc;
clear all;

% Units
micrometers = 1;
nanometers = 1e-3 * micrometers;
degrees = pi/180;
% Read dielectric constant file
LAM0 = xlsread('FeS2_dielectric.xlsx','A1:A702')' * nanometers;
ereal = xlsread('FeS2_dielectric.xlsx','B1:B702');
eimag = xlsread('FeS2_dielectric.xlsx','C1:C702');

% source
MODE = 'H';
theta = 0 * degrees; % the angle of the
NLAM = numel(LAM0);

% Device parameters
r = 60* nanometers;

% Iterate over the wavelength
while r >= 10*nanometers
    close all;
    % Open figure window
    fig = figure('color','w','Units','normalized','Outerposition',[0 0 1 1]);
    tx = .2 * micrometers;
    ty = 200 * nanometers;
    er1 = 1.0^2;
    er2 = 1.0^2;
    %erf = 1.44^2;
    erf = 4.81; % Chloroform
    NP = 1; % Can also iterate over the number of nanoparticles

    % Grid parameters
    ermax = max([er1 er2 erf]);
    nmax = sqrt(ermax);
    Nres = 10;
    NDIM = 20; % Make sure that the smaller feature size is at least 10 points
    Buff = max(LAM0) * [0.5 0.5]; % The buffer region needed between the object and the
    PML
    NPML = [20 20];
% Starting resolution
dx = min(LAM0)/nmax/Nres;
dy = min(LAM0)/nmax/Nres;

% Resolve nanoparticles
nx = ceil(r/dx); % Here the smaller feature size is the radius of the nanoparticle
if nx < NDIM
    dx = r/NDIM;
end

ny = ceil(r/dy);
if ny < NDIM
    dy = r/NDIM;
end

% Size Grid
Sx = tx;
Nx = 2*ceil(Sx/dx/2) + 1;
dx = Sx/Nx;
Sy = ty + sum(Buff);
 Ny = ceil(Sy/dy) + sum(NPML);
Sy = Ny*dy;

% Calculate the 2X grid
Nx2 = 2*Nx;    dx2 = dx/2;
Ny2 = 2*Ny;    dy2 = dy/2;

% Grid Axes
xa = [0:Nx-1]*dx;
xa = xa - mean(xa);
y = [0:Ny-1]*dy;
y = ya - mean(ya);
xa2 = [0:Nx2-1]*dx2;
xa2 = xa2 - mean(xa2);
y2 = [0:Ny2-1]*dy2;
y2 = ya2 - mean(ya2);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% Build device on grid
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
ER2 = ones(Nx2, Ny2);
UR2 = ones(Nx2, Ny2);

% Create device
ny1 = 2*NPML(1) + round(Buff(1)/dy2) + 1;
ny2 = ny1 + round(ty/dy2) - 1;
ER2(:,1:ny1-1) = er1;
ER2(:,ny1:ny2) = erf;
ER2(:,ny2+1:Ny2) = er2;

% Randomly add Nanoparticles
erfes2 = zeros(NLAM);
erfes2(1) = ereal(1) + 1i*eimag(1);
[ER2] = rand_particles(NP, ny1, dy2, ty, ER2, Sy, Sx, xa2, ya2, r, erfes2, nanometers);

% Initialize data records
REF = zeros(1, NLAM);
TRN = zeros(1, NLAM);
CON = zeros(1, NLAM);

% Main Loop -- Iterate over wavelengths
% for nlam = 1 : NLAM

    if nlam ~= 1
        % Replace the dielectric constant of the previous
        % wavelength with the new dielectric constant
        erfes2(nlam) = ereal(nlam) + 1i*eimag(nlam);
        ER2(ER2 == erfes2(nlam-1)) = erfes2(nlam);
    end

% Show device
subplot(231)
imagesc(xa2, ya2, real(ER2'));
axis equal tight;
colorbar;
title('ER2');
colormap jet;
drawnow;
%% Perform FDFD analysis

% Incorporate PML
NGRID = [Nx2 Ny2];
[sx, sy] = calcpml2d(NGRID,[0 0 2*NPML]);
ERxx = ER2./sx.*sy;
ERyy = ER2.*sx./sy;
ERzz = ER2.*sx.*sy;
URxx = UR2./sx.*sy;
URyy = UR2.*sx./sy;
URzz = UR2.*sx.*sy;

% Parse to 1X GRID
ERxx = ERxx(2:2:Nx2,1:2:Ny2);
ERyy = ERyy(1:2:Nx2,2:2:Ny2);
ERzz = ERzz(1:2:Nx2,1:2:Ny2);

URxx = URxx(1:2:Nx2,2:2:Ny2);
URyy = URyy(2:2:Nx2,1:2:Ny2);
URzz = URzz(2:2:Nx2,2:2:Ny2);

% Diagonalize material
ERxx = diag(sparse(ERxx(::)));
ERyy = diag(sparse(ERyy(::)));
ERzz = diag(sparse(ERzz(::)));
URxx = diag(sparse(URxx(::)));
URyy = diag(sparse(URyy(::)));
URzz = diag(sparse(URzz(::)));

% Get next wavelength
lam0 = LAM0(nlam);
% Compute source terms
k0 = 2*pi/lam0;
ninc = sqrt(ER2(1,1)*UR2(1,1)); % Refractive index where source injected
kinc = (k0*ninc)*[sin(theta);cos(theta)];

% Build derivative matrices
NGRID = [Nx Ny];
Res = [dx dy];
BC = [-2 0];
[DEX,DEY,DHX,DHY] = yeeder(NGRID,k0*Res,BC,kinc/k0);

% Construct wave matrix
if MODE == 'E'
    A = DHX/URyy*DEX + DHY/URxx*DEY + ERzz; % E mode
elseif MODE == 'H'
    A = DEX/ERyy*DHX + DEY/ERxx*DHY + URzz; % H mode
else
    error('Unrecognized mode.');
end

% Calculate source field
[Y X] = meshgrid(ya,xa);
fsrc = exp(1i*(kinc(1)*X + kinc(2)*Y));

% Show source
subplot(232)
imagesc(xa2,ya2,real(fsrc'));
axis equal tight;
colorbar;
title('source');
drawnow;

% Construct q matrix
nys = NPML(1) + 2; % where to record the reflected field from the device
Q = zeros(Nx,Ny);
Q(:,1:nys) = 1; % Everywhere there is a zeros it is total and 1 is for scattered fields
Q = diag(sparse(Q(:)));

% Compute source vector
b = (Q*A - A*Q)*fsrc(:);

% Solve for field
f = A\b;
f = reshape(f,Nx,Ny); % reshape f to a matrix, as it is a column vector

% Show field
subplot(233)
imagesc(xa2,ya2,real(f'));
axis equal tight;
colorbar;
title('field');
drawnow;
% Extract reflected and transmitted fields
nyr = NPML(1) + 1;
nyt = Ny - NPML(2) - 1;
Eref = f(:,nyr);
Etrn = f(:,nyt);

% Wave vector expansion
m = [-floor(Nx/2):floor(Nx/2)]';
kx = kinc(1) - 2*pi*m/Sx;
nref = sqrt(ER2(1,1)*UR2(1,1));
ntrn = sqrt(ER2(1,Ny)*UR2(1,Ny));
kyref = -sqrt((k0*nref)^2 - kx.^2);
kytrn = sqrt((k0*ntrn)^2 - kx.^2);

% Remove phase tilt
Eref = Eref./fsrc(:,nyr);
Etrn = Etrn./fsrc(:,nyr);

% Calculate Plane wave amplitude
Aref = flipud(fftshift(fft(Eref)))/Nx;
Atrn = flipud(fftshift(fft(Etrn)))/Nx;

% Reflectance and transmittance
R = abs(Aref).^2.*real(-kyref/kinc(2));
if MODE == 'E'
    T = abs(Atrn).^2.*real(kytrn/kinc(2));
else
    T = abs(Atrn).^2.*real(er1*kytrn/kinc(2)/er2);
end
REF(nlam) = sum(R);
TRN(nlam) = sum(T);
CON(nlam) = REF(nlam) + TRN(nlam);
ABS(nlam) = 1 - CON(nlam);

% Report results
subplot(212);
plot(LAM0(1:nlam)/nanometers,REF(1:nlam),'r');
hold on
%plot(LAM0(1:nlam)/nanometers,TRN(1:nlam),'b');
plot(LAM0(1:nlam)/nanometers,1-CON(1:nlam),'-k');
hold off
xlim([min(LAM0) max(LAM0)]/nanometers);
ylim([0 1.01]);
legend('Reflectance','Absorption');
drawnow;

end

r1 = 2*r*1000;
csvFilename = strcat('Abs_FeS2_', num2str(r1), 'nm_', num2str(NP), 'nano_chloroform');
jpgFilename = strcat('Abs_FeS2_', num2str(r1), 'nm_', num2str(NP), 'nano_chloroform.jpg');
csvwrite(csvFilename,[LAM0',REF',ABS']); % Save the reflection and the absorption
saveas(fig,jpgFilename); % Save the figure
r = r - 5 * nanometers;
end